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Abstract

We describe how the Mitchell-Benabou language, also known as the internal
language of a topos, can be used to realise simplicial sets as algorithms. A method
for describing finite colimits in an arbitrary topos using its associated Mitchell-
Benabou language is given. This will be used to provide a map from simplicial sets
into the terms and formulas of this internal logic. Also, an example corresponding
to the topological space of the triangle is given explicitly.
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1 Introduction

In this thesis we defend the following proposition: simplicial sets are algorithms for
constructing topological spaces. Recall that a simplicial set X is a collection of sets
{ X, }n>0 consisting of n-simplices X,, for each n > 0, together with face and degeneracy
maps between these sets satisfying certain equations, see [9] §1.1.xii], [I, §10]. The idea
is that simplicial sets are combinatorial models of topological spaces, which can be built
up from a set X, of vertices, a set X; of edges, a set Xy of triangles, and so on, by
gluing these basic spaces together in a particular way.

Here by a vertex we mean the standard 0-simpler A° = {0} C R° by an edge we
mean the standard 1-simpler A = {x € R | 0 < 2 < 1} and by a triangle we mean the
standard 2-simpler A? = {(x1,22) € R? | 0 < z; < 29 < 1}, and more generally by a
standard n-simplex we mean the topological space

A" = {(21,.,2,) ER" [ 0< 2y < ... < 1, < 1}

The simplicial set X = A[2] (where A[2] is the image of [2] in the simplex category,
see Definition under the Yoneda embedding) has three nondegenerate 0-simplices
a,b,c C Xy, three nondegenerate 1-simplices e, f, g C X; and one nondegenerate 2-
simplex h C X,. This is read as a combinatorial model of a topological space according
to the following algorithm: we take three copies A2 AY A? of the standard 0-simplex,
three copies Al, A}, Al of the standard 1-simplex and one copy Aj of the standard
2-simplex and glue them together according to the aforementioned face and degeneracy
maps in the simplicial set. For A[2] this means that we identify 0 in A? with 0 in the
Al and with 1 in A}c, 0 in Ay with 0 in A} and with A;, 0 in AY with 0 in A, and
with 1 in Al. As well as the subspace {(z1,79) € A? | z; = 0} with Al, the subspace
{(x1,25) € A} | 25 = 0} with A}, and the subspace {(z1,22) € Aj | 21 + 25 = 1} with
A;. The result of all this gluing is the topological space A2. In general this process
of gluing together standard n-simplices A" according to the combinatorial information
in X is called geometric realisation. In the case of X = A[2] we can see that some
parts of this process are redundant, since the end result is just homeomorphic to one
of the starting pieces A7, but this does not hold in general.

The question that motivates this thesis is the following: can we give a precise sense in
which this construction is algorithmic? That is, can we give a precise sense in which a
simplicial set is an algorithm for constructing a topological space? To grapple with this
question we must first decide what counts as an algorithm. This is no trivial matter, but
several satisfactory (and different) Definitions were given by Godel [3], Turing [4] and
Church [5]. In each case the notion of algorithm is predicated on certain fundamental
operations that are assumed to be allowed in the list of instructions which constitute
the algorithm: for example, in Turings Definition, the semantic interpretation of his
machines involves a pre-existing notion of a tape, and the operations of reading from
and writing to such a tape. In our context, the basic operations seem to necessarily



include (a) making copies of the interval I, (b) any construction involving the standard
order < on I, the end points 0,1 € I, and (c) any construction permitted by higher
order intuitionistic logic.

Realising simplicial sets as algorithms in this sense will be done using the language
of classifying topoi [9, §VIII] and the link between topoi and higher-order logic given
by the Mitchell-Benabou language [6], [I0]. In short, it was proven by Joyal that the
category of simplicial sets is the classifying topos of a particular first-order theory, called
the theory of linear orders, which is roughly speaking a logic in which all we can talk
about is an object I which carries a partial order < with a bottom element b and a top
element ¢, satisfying some axioms that make (I, <,b,t) resemble the unit interval. A
topos is a category which admits all finite limits and all finite colimits, as well as all ex-
ponentials, and also admits a subobject classifier (see [2.0.7)), with the natural example
being the category of sets or sheaves of sets on a topological space. A useful intuition
is a topos is a generalised universe of sets, see [9, §Prologue, p.1]. Then the classifying
topos of linear orders is the universal domain of mathematical discourse where it is
possible to talk about something like an interval (see for a precise Definition).

The way we can talk about this platonic interval is using a type theory called the
Mitchell-Benabou language, and this language contains as its primitive elements pre-
cisely the fundamental operations that are necessary in order to realise sim-
plicial sets as algorithms. We establish this formally by giving a function

Objects(sSet) — Terms and formulas

which sends a simplicial set X to a corresponding term in this language, where the
term contains in explicit form the instructions for constructing a topological space that
are implicit in X. For example, the term corresponding to the triangle names several
copies of A, and a copy of A? (or rather, their logical incarnation I, and the relation
<) and describes how to glue the copies of Al together along copies of their endpoints
(whose logical incarnations are b and t), and also describes how to glue A? to copies of
A, see Section [6]

Most of the work involved in establishing this picture lies in Joyal’s Theorem, but
at least from our point of view there is a gap, since the Mitchell-Benabou language
does not (in its usual presentation) talk directly about the colimit diagram (gluing)
that is necessary for us to view a simplicial set as a single term. So the main contri-
bution of this thesis is to explain how to talk in the Mitchell-Benabou language about
colimits, and thus define the map mentioned above, and thus establish the sense in
which simplicial sets are algorithms.



2 Topoi

We assume the reader is familiar with category theory, for background see [2] or the
categorical preliminaries chapter of [9].

This section covers the topos theory content which will be required for the remain-
der of this thesis.

Definition 2.0.1. Let € be a category which admits all products, and let X be an
object in €. Then a family of exponentials with exponent X is a collection of
objects {ZX} zew and a collection of morphisms {evx 7 : X x Z* — X} zc4 such that
for every morphism f : X x Y — Z, there exists a unique morphism f':Y — ZX
such that the diagram

XxY

idg X f
X X ZX EU—XZ> Z
commutes. The morphism "f " is the transpose of f, and f is the inverse transpose
of "f.
Definition 2.0.2. We say a category € admits all exponentials if for every object
X € €, there exists a family of exponentials with exponent X.

Definition 2.0.3. Let € be a category which admits a terminal object 1. Then a
subobject classifier is an object €} together with a monomorphism true : 1 — €,
such that for any object A € € and any monomorphism A’ — A, there exists a unique
morphism xa : A — Q such that the following is a pullback diagram,

A —— 1

| Jire

A— Q
xXa’

Definition 2.0.4. Let C' be an object of a category €, let < be the preorder on the
collection of monomorphisms with codomain C', which is such that f : A — C < g :
B — C if there exists a morphism h : A — B such that the triangle

A—"+ B
N
C

commutes. Let ~ be the smallest equivalence relation on this same collection such that
f~gifand only if f < g and g < f. An equivalence class of monomorphisms is a
subobject of C, and Sub(C) is the collection of subobjects of C'.
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Remark 2.0.1. Any partially ordered set is naturally a category, and in particular
Sub(C) can be made into a category, where the objects are given by the subobjects, and
giwen two subobjects f : A — C and g : B — C, there is a morphism f — g if and
only if f < g.

Theorem 2.0.1. Let € be a category which admits all pullbacks and a subobject clas-
sifier Q2. Then there is a natural isomorphism

nx : Sub(X) = Hom(X, Q)

This isomorphism maps a subobject m : X' ~— X to the unique morphism f : X — Q
such that the following is a pullback diagram,

X — 1

X ——Q

The inverse of this isomorphism maps a morphism f : X — Q to the monicm : X' — X
such that the following is a pullback diagram

X — 1

Proof. See proposition 1 of [9] §I] ]

Definition 2.0.5. Given an object A in a category which admits all exponentials and
a subobject classifier, let € ,— A x QA4 be the subobject such that the following is a
pullback diagram,

eq —— 1

[ e

AXQAWQ

Definition 2.0.6. Let € be a category which admits all pullbacks. For every morphism
f:A— B of € there exists a functor =1 : Sub(B) — Sub(A) which is such that given
a subobject m : B' ~— B, the image under f=1 is the subobject n : A’ — A such that the
following is a pullback diagram,

A —— B

AT> B

Notice that this is a functor as the partial order < is preserved.
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Definition 2.0.7. A topos (plural: topoi) is a category & which admits
e all finite limits and all finite colimits,
e all exponentials,
e a subobject classifier.

For a list of examples of topoi, see [0, §1.1]. A topos with all colimits is called
cocomplete.

Many familiar concepts from the topos Sets can be generalised to an arbitrary topos,
including the image of a morphism:

Definition 2.0.8. Let € be a category which admits all pushouts and equalisers. Then
the tmage of a subobject f : A — B is the morphism e such that the following is an
equaliser diagram,

Equaliser(t1,t9) —— B iﬁ Pushout(f, f)
2

where 11, Lo, and Pushout(f, f) are such that the following is a pushout diagram,

A—L B

1 b

B —— Pushout(f, f)

The domain of e will be notated Im(f). By the universal properties of Equaliser(tq, t2)
and Pushout(f, f), there exists a unique morphism k : A — Im(f) such that the diagram

A

Ny

Im(f) —— B

e

commutes. Moreover, k an epimorphism (see [9, IV 6.1]).

Later, a type theory will be associated to an arbitrary cocomplete topos. Part of
this type theory will be universal and existential quantifiers, V and 4, as well as the
usual logical connective, A, V, and =. We now recall the categorical structures required
to interpret these connectives in a topos.

Theorem 2.0.2. Let & be a topos and f : A — B a morphism. Then the functor
f71: Sub(B) — Sub(A) admits both a left and a right adjoint.

Proof. See Johnstone [12], §A 1.4.10]. O



Definition 2.0.9. Let f : A — B be a morphism in a topos. Then the left adjoint to
71 will be denoted 3y, and the right adjoint by V.

The reason why this notation is used, is because in the topos Set, these adjoints are
given by the following explicit maps

ds : Sub(A) — Sub(B)
A" {b € B| there exists a € A" such that f(a) = b}

and

V¢ : Sub(A) — Sub(B)
A'—{beB| forallae Aif f(a)=bthenac A"}

Proof. See [9, §1 9.2]. O

Definition 2.0.10. A Heyting algebra is a set with a partial order, which as a
category admits

e initial and terminal objects,

e binary products, binary coproducts,

e all exponentials.

Many examples are given by the following Theorem.

Theorem 2.0.3. Let & be a topos, and let E be any object of &. Then the set Sub(E),
with partial order given by inclusion, is a Heyting algebra, with

e terminal object given by idg : E — FE,

e initial object given by the monic 0 — E, where 0 is the initial object of the topos
&. Note; this morphism 0 — E is necessarily monic as & is a topos (see [12,

§A1.4.1]),

e the binary product of subobjects m : A»— E andn : B — FE is given by the triple
(A Xg B,ma,mg), which is such that the following is a pullback diagram in &,

AXEB&A

s im

B r——

e the binary coproduct of subobjects m : A — E and n : B — E given by the
triple (Im(m [ n), kea, kiy) where (A]] B, ta,tp) is a coproduct in &, k is as in



Definition and m ][ n is the unique morphism A[[ B — E such that the
diagram
E

m mlln n

Ay AllB <= B
L LB
commutes in & .
e the exponentials are more complicated, see [12, §A1.4.13].
Proof. See [12, §A1.4], for exponentials specifically see [12], §A1.4.13]. ]

Definition 2.0.11. We denote the initial and terminal objects of a Heyting algebra by
0 and 1 respectively. The object corresponding to the binary product of objects A and B
will be denoted A N\ B, and the object corresponding the coproduct, AV B. Lastly, the
objects B4 will be denoted A = B.

Remark 2.0.2. If & admits arbitrary coproducts, then for any object E € &, the
category Sub(E) also admits arbitrary coproducts. See [12, §A1.4].

3 Type theory

Type theories were originally suggested by Russell and Whitehead [7] as a foundation
for mathematics, for a historical view, see [10, p.124]. For an introduction to type
theories, see [8, §3.3]. The idea of approaching logic from the perspective of category
theory is originially due to Lawvere. In the modern form, associated to every topos is
a type theory, called the Mitchell-Benabou language. This type theory can be used to
describe constructions of objects and monomorphisms in & (see section . First, the
Definition of a type theory will be given, then in section [3.1], some helpful Lemmas will
be proved.

Definition 3.0.1. A type theory consists of

e a class of types, including special types 2, 1. Also, for each type T, there is a
countably infinite set of variables of type T,

e a class of function symbols f : 7 — o, where f is a formal symbol, T and o
are types,

e a class of relation symbols R C 1, where R is a formal symbol, and T is a type,

e a class of terms, where to each term t, there is an associated type, 7. t : T means
‘t is of type T7. Also, there is an associated set FV(t) of free variables.



e a class of formulas, where similarly to terms, to each formula there is an asso-
ciated set of free variables, however unlike terms, there is no associated type,

o for every finite sequence A = (x1 : T1,...,x, : T,) of variables, a binary rela-
tion, Fa, of entailment between formulas whose free variables appear in A. An
expression p Fa q, where p and q are formulas, is called a sequent.

Subject to,

1. if T and o are types, then so are T X o and Pt. Identification between types is
also allowed.

The following axiom describes how the class of terms and formulas along with
their associated type (for terms) and free variable set is constructed. First a class
of preterms will be defined by induction, then appropriate equivalence classes
of preterms will constitute the terms, a similar process will be undertaken for
formulas.

2. the class of preterms is such that,

(a) there is the class of atomic preterms, containing all the variables, as well
as the special term x : 1. There is also assumed to be atomic preformulas
which are T, L.

(b) the preterms and preformulas are closed under the following preterm and
preformula formation rules,
i. ift: 7 and s : o are preterms, then (t,s) : T X o is a preterm,
ii. if t : T X 0 is a preterm, then fst(t) : T and snd(t) : o are preterms,
1i. iof f: 7 — o is a function symbol, and t : T is a preterm, then ft: o is
a preterm,

. if R C 7 is a relation symbol, and t : T is a term, then R(t) is a
preformula,

v. ift,s: T, thent = s is a preformula,
vi. if p and q are preformulas, then p A\ q, pV q, and p = q, are all prefor-
mulas,
vii. if {p;}32, is a countable set of preformulas, then \/;Z, p; is a preformula,
vige. if x : T is a variable, and p is a preformula, then Yx : 7,p and dz : 7,p
are both preformulas.
iz. if p is a preformula, and x : T is a variable, then {x : T | p} is a preterm
of type P,
z. ift:7 and T : Pt, thent € T is in a preformula.
(c) the preterms and preformulas have free variable sets such that

i. FV(x)=FV(L1)=FV(T) =g,

9



0.
1.

7.

V1.
Vil.
Vi,
1.
Z.
Tt.
An

FV(x:7)={x: 71}, if v : 7 is any variable,

FV({t,s)) = FV(t) U FV(s),

FV(fst(t)) = FV(snd(t)) = FV(t),

FV(ft) = FV(¢t),

FV(R(t)) = FV(t),

FV(t=s)=FV(t)U FV(s),

FV(t € T) = FV(t) U FV(T),

FV(pAgq)=FV(pVq) = FV(p=q) = FV(p) U FV(q),
FVIVZopi) = UZo FV(pi)

FV{z:7|p})=FVNz:7,p) = FV(3z : 1,p) = FV(p) \ {z}

occurence of a variable x in a term will mean any which is not the

“r € 1" part of any term of the form {x : 7 | p}, Ve : 7,p, or Iz : T,p. Any
occurence of a variable which is not part of a term’s free variable set is a
bound variable.

(d) The terms and formulas are a-equivalence classes of preterms and preformu-
las respectively, where a-equivalence is the smallest relation on the collec-
tion of preterms or preformulas respectively, such that

1.
1.
241,
w.
.
V1.

V0.

V1.

2.

1.

ift =4 s, then t and s are of the same type,

ift =4 t' and s =, &', then (t,s) =, (t',s),

if t =4 s, then fst(t) =, fst(t), and snd(t) =, snd(s),

if t =4 t', then ft =, ft,

ift =4 t, thenR() R(t'),

if t =4 t' and s =, then (t=3s)=, (' =5),

if p = pandq aq,thenp/\q— pPANG, pVqg=4pPV{, and
P=q=ap =,

if for all i, p; =a P, then /oo Pi =a Voo Pis

ifp=ap, then{x:7|p}t=a{x:7|p}, V(x:7)p=oV(x:7)p, and
Az :7)p =o Iz : )P,

ift=qt and T =, T, thent €T =,t €T,

{7 |p}t =a{y:7|plz =y},

Vo 7,p=aVy: 7, (plr:=1y)),

dx:7,p =4 Jy : 7, (plr :=y]), provided that no free occurrence of x in p
15 such that y in place of x would be bound. In the above, the notation
plz := y] means the term p but with every occurrence of x replaced with

Y.

(e) The free variable set of a term [t] is FV(t), where t is any representative of
[t], and similarly for formulas. For convenience, equivalence class brackets
will be dropped.

10



(f) There is also the following shorthand notation,
i. °p means p = 1,
ii. p< q means (p = q) A (¢ = p),
iii. {x} means {z': 7| x = 2'}, where x : T,
. Dyr means {x: 7| L}

3. Finally, there are two sets of axioms concerning the entailment relation, these are

(a) the structural rules:

. pkap
7. p}_AC] ql—AT
pkar

iii. For any sequence of variables (xy @ Ty, ...,x, : Ty), Sequence of terms
(t1: 71, eyt o), and context ¥ such that each variable which appears
in A, except for those in (x4, ...,,), also appear in ¥,

pFagq
pl(x1, ) = (t1, o t)] Fx q(21, oy ) i= (E1, o, )]
where pl(x1, ..., x,) = (t1, ..., t,)] means the term given by p after simul-
taneously substituting each x; for t; (similarly for q). It is assumed that
no free variable in any t; becomes bound in p[(x1,...,x,) = (t1,...,tn)]
nor q[(z1, ..., xn) := (t1, ..., tn)]. This can always be achieved by remain-
ing bound variables. [1

Note: this axiom also allows introducing superfluous variables to the
context A, and also for rearrangement of elements.

(b) the logical rules, in the following, the notation A, x : T means the context
given by A with the variable x : T appended to the end,

. pEaA T,

i. LEaAp,
1. A pAqifand only if rEa p and v q,
w. pVqbkarifand only if pbar and g a1,

v. pFaq=r7rifand only if p ANqba T,
vi. pFa Vo € 7,q if and only if p Fa 4 q, for any variable x : T, and

IThis final rule is the one to which contexts owe their existence. The essential point is that from

P Faex g (where A,z : 7 is the context given by appending = : 7 to the end of A), one can infer
that p[z := t] Fa g[z := t] only if there exists a term ¢ : X such that FV(¢) C A. Lambek and Scott
point out [I0, §II.1 p.131] that to deduce Vz : X,pF 3z : X,p from Vz : X,p b,.x Tz : X, p without
there existing a closed term of type X is undesirable from a logical point of view, as although “for all
unicorns x, x has a horn”, it is not the case that “there exists a unicorn x, such that = has a horn”,
because (presumably) there does not exist any unicorns at all!

11



vii. 3 € T,pFa q if and only if p Fa 4 q, for any variable x : T.
viti. 1 Fa x = x, for any variable x : T,

i. (x1 = y1) Ao AMxy = yn) AD Fa pl(x1, oy 20) = (Y1, .o, Yn)], for any
sequence of variables (xy : Ty, ..., Ty : Ty).

We writet s forttg s and Fa p for T Fa p.

Definition 3.0.2. If a term has a single free variable a : A, it will be denoted t(a), and
the notation t(a’) will be used for t(a)[a := da']. Similarly for formulas.

Definition 3.0.3. Given a term t in a type theory, a suitable context for t is a
context A such that every free variable of t appears in A. Similarly for formulas.

3.1 Some type theory Lemmas

Many reasonable sounding statements concerning the entailment relation do in fact
follow from the axioms. This section provides a collection of particularly helpful ones.
Many of these will be used in sections and [l In what follows, A,z : 7 will always
mean the context given by appending x : 7 to the end of the sequence A, we give full
proofs to illustrate the basic methods involved in working with type theories.

Lemma 3.1.1. 1. pANgtarifand only ifg\plkar
2. pka =(=p),

ifpkaq, thenp Arba q,

—qka =(gAp),

pA(aVr)Ea(pAg)V(pAr),

(pVq@)N—qbtap, and

N N R

(Fzx:m,p)ANqbadx:T,pAqand Iz T, pAqgta (Fz:7,p) N g

Proof. 1. There is the following proof tree,

gqApFAqgAD .. qApkFaqgAD .
3.b.111 3.b.14%
qApFaAD

gApFaApPAg o pAqFATS

2. Let 7 denote the following proof tree,

pAQﬁﬁiJFApAUﬁﬁL)SbMi pAp=L)FapA(p=1)
pAp=L)Fap=1 " pA(p=L)Fap
pAp=L)Fa(p=L)AD

3.b.q11
3.b.i11

12



Then, there is the following proof tree,

s
: p=LltFap= L
pAp=L)Fa(p=L)Ap (p=L)Apka L
pA(p=L)Fa L
pka(p=1)=1

3.b.v

3.a.11

3.b.v
3. Observe the following proof tree,

: gATFEAqQNAT
pFag  gFar=(gAr)
pbEar=(qAT)
pATFEAQAT
PATFAQ

3.b.v

3.a.11

3.b.v
3.b.21l

4. By axiom 3.b.v, it suffices to show (¢ = L) A (¢ A p) Fa L, for which it suffices
to show ((¢ = L) Aq) Ap) Fa L. By part 2 of this Lemma, it suffices to show
(¢ = L) AgF L, which follows from axiom 3.b.v, as ¢ = L Fa ¢ = L.

5. By 3.b.v, it suffices to show ¢V rEa p= ((pAq)V (pAr)), for which by 3.b.iv, it
suffices to show both g Fa p = ((pAq)V(pAT)),and r=a p= ((pAq)V (DAT)).
The first sequent can be proved by the following, where the label (1) is referring
to the first part of this Lemma,

(PN V(PAT)FA(PAQV(PAQ)
pAgba (pAq)V(pAq) (1)
gApFa (PAq)V(pAq)

gFap=((pAq)V(pAT))

3.b.av

3.b.v

with a similar proof tree for the remaining sequent.

6. From part 4 of this Lemma, it suffices to show (p A —=q) V (=g A q) Fa p, for which
there is the following proof tree,

(g= L) Fa(g= 1) 3

3.bv ——3.b.i

pA(g= L) FapA(g= 1) 3 biii (¢= D Agka L Loar o
pA(g= L)Fap - lg= )AgFap -

(pA(g=L)Vg=L)Ag Fap

3.b.2v

7. Observe the following proof tree,

13



dr:m,pAghbadx:T,pAq

PAqEAL JT T, D Ag 3-b.vid
3.b.v
P I_A,ac:T q = (31‘ T, p A q) .
3.b.vil

dr:m,pFaq= 3z :7,pAq)
(Fz:7,p)ANgba3dx:T,pAgq

Reading this same proof tree from bottom to top gives a proof tree for the second
sequent. ]

Lemma 3.1.2. If x : 7 is a variable, and t : 7 is a term, then
r=1tbFaz, s if and only if Fa sz :=1]

Proof. The “only if” direction follows from the following proof tree,

T=1tFazr S
t=thka sfx:=1
Fa sz =1
For the other direction, let 2’ : 7 be such that 2’ & FV(s), then there is the following
proof tree,

Fat=t 3.b.viig 3.a.i11

2.a.11

3.b.x1
3.a.111
3.1.1| (1)
3.b.v
3.a.11

8

slr == 2| FApirarr 8
Nslx =t Famprs
: [z =tj N =1tFaurs
Fea slz =1 sl =t Fapr (x=1t)=s
Fazr (x=1) = s[z =]
T =tFag, sz =t
where the label (1) is referring to the first part of Lemma [3.1.1] O

Lemma 3.1.3. If pFa-q, then 3x : T,pba dx : 7,q.

z "N
t

xr =

VA

3.b.v

Proof. First, let m denote the following proof tree,

Ve :7,qbFaAVx:7,q . dx T, qbadr T, q
: 3.b.vi
Ve :7,qFazr q

3.b.vit

q l_A,:t::T Jx T,q ..
3.a.11

Vo :7,qFaLr 3T 7, q
Then there is the following,

p l_A,:c:T q .. T

P I_A,:E:T Vo 7,4 Vo : T,q I_A,:L":T dx - 7,4

p l_A,acn' E|.T T, q Ja.it

dr:7,pkadr:T,q 3.b.vit

14



Lemma 3.1.4. Let t: 7 be a term and p a formula. Then
plr :=t|badx:7p

The term t can be thought of as a witness of the statement p, so this Lemma states
that to entail dz : 7, p, it suffices to bear a witness t.

Proof. Observe the following proof tree,

3.2 The Mitchell-Benabou language

As already mentioned, if & is a cocomplete topos, then there is an associated type
theory in the sense of Definition [3.0.1} called the Mitchell-Benabou language of &.

Definition 3.2.1. Choose a colimit for every cocone, and a limit for every finite cone.
Also choose an initial object 1, a subobject classifer 2, along with a representative for
every subobject, and lastly a family of exponentials for Q). Let & be a topos which admits
all colimits. The Mitchell-Benabou language of & is a type theory in the sense
of Definition which for every object A € & admits a type with the same name.
If C in & is the chosen product of objects A and B, then identify the type C' with the
product type A x B. Similarly, if C is the chosen exponent Q4 for some obejct A € &,
then identify the type PA with the type C'. The function symbols are all f : A — B,
where f is a morphism in &, the relation symbols are all R C A wherer : R — A is
a monomorphism in &, and terms and formulas consisting only of those which can be
constructed from the formation rules as given in Definition |3.0. 1.

The Definition of entailment for this type theory is delayed until after Definition
B.2.2 below.

Largely following Johnstone [12], §D4.1], associated to the Mitchell-Benabou language
of a topos & is an interpretation of this type theory in &, ie, an assignment of an object
in & to every type, a morphism with codomain B to every tuple (A, ¢ : B) consisting
of a term ¢ along with a suitable context (where, as was given in Definition , a
context A is a suitable context for ¢ if every free variable of ¢ appears in A), and a
monomorphism to every tuple (A, p) where p is a formula and A is a suitable context.
In more detail, if A = (1 : Ay, ...,x, : A,) is a context and we have assigned objects

15



[A;] to each type A;, and ¢ : B is a term for which A is a suitable context, then [A | ¢]
is a morphism

[A] x ... x [A,] —29 18]

If p is a formula for which A is a suitable context, then [A | p] is a subobject
[A | p] — A =[A1] x ... x [A,]

Definition 3.2.2. The interpretation [-], of a type, term or formula of the Mitchell-
Benabou language of & is defined by induction on the collection of objects and mor-
phisms:

o Types: If A is an object of & viewed as a type, then [A] is this object. If A x B
is a product type, then let [A x B] be the chosen product [A] x [B]. For terms
of the form PA, let [PA] be the object Q4.

e Terms and formulas: assume in what follows that A is always a suitable
context. Also, for any context ¥ = (x1 : Ay, ...,z + Ay), let X be [A1] x ... X [A,]
in &,

— if x : A is a variable, then
[A|z] =7m4: A — [A]

is the projection onto [A],
— [A | #] = A — [1], the unique morphism into the terminal object,
— Recall from Theorem that Sub(A) is a Heyting algebra. In light of this,

let [A | T] be the terminal object of this category, and [A | L] the initial
object of this category.

—ift: A and s : B, then
[A ]t s)] = AT [A]s])

— ift: Ax B,then [A | fst(t)] = w [A | t], similarly for snd(t).

—if f: A — B is a function symbol, and t : A a term, then [A | ft] is the
composite
-~ [A[¢] f
A —— [A] ——— [B]

— if R C A is a relation symbol corresponding to a monomorphism r: R — A,
and t : A a term, then [A | R(t)] is the subobject B — A such that the
following 1s a pullback diagram,

B— R
A—— A
[Alt]

16



[A |t =s] is the subobject

Equaliser([A | ], [A | s]) — A
In the notation of Definition |(2.0.11], if p and q are formulas, then

[AlpAg=[ATpl A[A 4],
[AlpVva] =[A]p]VIA]|d],
[Alp=dqd =[A]p] =[A]d].

similarly, if {p;}32, is a collection of formulas, then

11V el =V (12 | p))

where \/ is the coproduct of the category Sub(A),

i=1
As was done at the beginning of Section let A,a : A mean the context
A with a : A appended to the end. Also, A\ a : A will mean A with a : A
omitted (assuming a : A appears in A). [A | Ja : A, p] is the image (see
Definition of the composite

[A | p] » y A ——— A\a: A

where the morphism m is given by a product of projection morphisms,

Recall from Theorem that the functor m : Sub(A\ a: A) — Sub(A)
admits a right adjoint, in accordance with Definition we denote this
adjoint by V.. Then

[A|Va:Ap]=V.([Aa:AlDp])

[A | {x: A| p}] is the transpose of the morphism X[a aapp], where, as per
the notation defined in X[a|{z:Alp}] S the unique morphism such that
the following is a pullback diagram

[Aja:Alp] — 1

l true

AXA s Q

X[A,a:A|p]

That is, [A | {z : A | p}] : A — w? corresponds under adjunction to
X[Aa:Alp] -

17



— [A |t e {x: Al p}] is the monic C — A such that the following is a
pullback diagram
C — €4

! !

AN— s Ax QA

where the bottom morphism is ([A | t],[A | {x : A| p}]).
Now, Definition can be completed by defining p - ¢ to hold only if [A | p] <
[A | q], where < is the preorder on the set Sub(A).

3.3 Applications of the Mitchell-Benabou Language

We begin with some useful Lemmas (Lemma Lemma which illustrate how
the Mitchell-Benabou language may be used to prove statements about the topos. In
Section we establish some of the most important technical Lemmas of the thesis,
which help make the Mitchell-Benabou language useable in practice to deal with mor-
phisms out of subobjects.

Some sequents hold in the Mitchell-Benabou language but not in arbitrary type theories.
Lemma 3.3.1. In the setting of the Mitchell-Benabou language associated to a topos,
1. Foq 2 = x,
2. Fxpazve{a : Alp} e plr :=uz], and
3. Foaxp Jr: A, Jy: B,z = (x,y).

Proof. The proofs are exercises in “compiling” the sequent to a statement about the
category and then proving that statement using category theory. For example, to show
(3), observe first that [z : Ax B | 3z : A,Jy : B,z = (x,y)] is the image of the
composition

Equaliser(, (1, 73)) =% (Ax B)x Ax B —"5 (Ax B)x A -~ Ax B

Thus F,.axp 3z : A,y : B,z = (z,y) is equivalent to the categorical statement that
there exists a morphism A x B — im(n'me) such that the triangle

A x B —— Im(n'me)

!

Ax B

18



commutes. Then, since A 4« g, the diagonal morphism, is such that m;Aaxp = (72, T3) A ax B,
by the universal property of Equaliser (7, (mg, 73)), there exists a morphism ¢ : Ax B —
Equaliser (7, (7, m3)) such that the triangle

Ax B —2 Equaliser (7, (mg, 73))

|

(AXxB)x Ax B
commutes. Thus, the composite
A x B ——~—— Equaliser(my, (3, m3)) ——— Im(n’me)
is a suitable morphism. O

The power of the Mitchell-Benabou language of a topos & comes from its ability to
describe morphisms and objects of & as though they have “elements” in them.

Lemma 3.3.2. Let f,g: A — B be morphisms, then o4 fa = ga if and only if f = g
(as morphisms in the topos).

Proof. This is a matter of unwinding Definitions. The morphism [a : A | fa = ga] is
the monic
la:A|fa]

Equaliser([a : A | fa],[a: A | ga]) — o
a:Alga

Moreover, the morphism [a : A | fa] is

[a:Ala]

A s A f s B

and similar for [a : A | ga]. Then, [a : A | a] is the identity morphism ids : A — A.
Thus, if F,.4 fa = ga, there exists a morphism A — equaliser(f, g) such that the

diagram
|~

Equaliser(f,g) —— A

commutes, and so f = g. Conversely, if f = g, then such a morphism exists by the
universal property of the equaliser, and so -, fa = ga. n

The Mitchell-Benabou language also has the power to prove existence of morphisms
in &. An example of this is Lemmal[3.4.1|below. The proof of this Lemma will require the
following one, which in itself is helpful for making arguments about the interpretation
of formulas of the form t(a) € {x : A | p}.
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Lemma 3.3.3. Let t(a) be a term of type B with free variable set FV(t(a)) = {a : A},
and let p(b) be a formula with free variable set FV(p(b)) = {b: B}. Let f = Ja: A |
t(a)], then

[a: Alpt(@)] = f'[b: B[ p()]
where f~1 is as defined in Definition [2.0.6,
Proof. By Lemma |3.3.1} it suffices to show that

[a:Alt(a) €{b:Bla®)}=f"[b: B|q®)]

By unwinding Definitions, Ja : A | t(a) € {b: B | ¢(b)}] is the monomorphism with
codomain A such that the following is a pullback diagram,

[a:Alta)e{b: Bl|qb)}] —— €5

1 1 »

A » B x OF

where €5 is as in Definition [2.0.5] and the morphism in the bottom row is

(la-Aft(a)][a: A[{b: B[qb)}])

Also, let B’ be the domain of the monomorphism [b : B | ¢(b)], then there is the
following commuting diagram,

110
I pqB B

\ I/ :

By combining diagrams |1} and [2[and using the defining pullback square of €, it follows
that

[a:A|ta) e {b: B|qb)}] ;1
l true (3)
A 7 » B =~ Q

is a pullback diagram. Then, by unravelling Definitions, the following are also pullback
diagrams

%

— 1

true

g+

i

XB’
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and
[ Blq®)] —— B

! |

Thus [a: A | t(a) € {b: B | q(b)}] and f~'[b: B | q(b)] are isomorphic by essential
uniqueness of pullbacks. O

3.4 Dealing with Subobjects

Recall that a term t(a) of type B with free variable set FV(t(a)) = {a : A} has for its
interpretation a morphism [a : A | t(a)] : A — B. It makes sense that this morphism
factors through the subobject [b: B | p(b)] of “elements” satisfying a formula p(b) if
and only if the sequent p(a) Fa.4 t(a) € {b: B | q(b)}:

Lemma 3.4.1. Ift(a) is a term of type B with free variable a : A, and [a : A | p(a)] —
A is a subobject of A, then p(a) Fa.a t(a) € {b: B | q(b)} if and only if there exists a
(necessarily unique) morphism g : Ja: A | p(a)] — [b: B | q(b)] such that the diagram

[a: Alpla)] —— [b: B|q(b)]

! !

s B

[a:Alt(a)]
commutes.

Proof. Let f =[a: A | t(a)]. Then g exists if and only if [a: A | p(a)] < f~'[b: B |
q(b)], where < is the order on the set Sub(A). By Lemma [3.4.1], this is the case if and
only if

[a:Aft(@)] <[a:Alt(a) e{b: Bqb)}]

which by the Definition of entailment in the Mitchell-Benabou language is true if and
only if
pla) Faat(a) € {b: B |q(b)}
m

The remaining results of this section will be used heavily in the proofs of Theorems
[4.3.2] and [£.2.3] in section [d The following Lemma gives sufficient conditions on when a
particular type of morphism is a monomorphism or an epimorphism. Later, this will be
used to imply the existence of a morphism for which it seems difficult to give a direct
description.

Lemma 3.4.2. If f : A — B is an epimorphism, {a : A | p(a)} is a subobject of A
such that FV({a: A | p(a)}) = @, then
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e ifac{a:Alpla)}And €{a:A|pla)}taawa (fa= fd)= (a=4d), then
fla: A|p(a)] is monic, and
o iftppda: A ac{a:A|pla)} A fa=0bthen fla: A|p] is epic.

Proof. Let T be the domain of the morphism [a : A | p(a)] — A. For the first dot
point, it suffices to show that for any ¢,¢' : C' — A which factor through 7" such that
fg=fg,that g=¢. Let T :={a: A | p} and say g,¢' : C — A both factor through
T, and are such that fg = fg’. The equaliser of fg and f¢' is isomorphic to C, so by
Definition, F.c f(gc) = f(g'c). Also, since g and ¢’ both factor through 7', it follows
from Lemma that F. gc € T A g'c € T. Thus

Fegce TNANgd €T A fge) = f(g'c) (4)

Thus, if a € TANd € T Fpawa (fa= fd)AN(a =a),iec,a € TANd € TA fa=
fd' Faaw.a a = a, it follows from axiom 3.a.ii7 of Definition that,

geeTNgceTNA flge) = f(¢d'c) Fec gec=g'c (5)

It then follows by axiom 3.a.ii of Definition that sequents [] and [5] imply that
k. gc = ¢’c, which by Lemma implies that g = ¢’ as morphisms in the topos.

Next, say g,¢' : B — C are such that gffa : A | p] = ¢'fla : A | p(a)]. This as-
sumption implies that there exists a morphism h : T" — Equaliser(gr, ¢’ f) such that the
diagram

A1 p—"—=c
g/

I

T —— Equaliser(gf,g'f)

commutes. From Lemma [3.4.1] it follows that p(a) .4 gfa = ¢ fa, which by Lemma
3.3.1} implies that a € T't, g(fa) = ¢'(fa). So, if Fp.p Ja: A,a € T A fa = b, then

Pb:Baa:AaaeT/\fa:b/\g(fa’):g/(fa) (6)
Also, by axiom 3.b.ix in Definition [3.0.1],
V=0Ngb =gV Faappy.n gb=g'b

SO
(' =bAgt =gV = fa] Faapp.s (gb=g'b)[V' := fd
ie,
fa=bNg(fa)=g'(fa) Fanps gb=g'b
and so
fa=bAg(fa)=g'(fa)Na €T opapp gb=g'b
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which follows from Lemma [3.1.1] (2). Lemma implies that
da: A fa=bAg(fa)=¢'(fa)Nae A FyTa: A gb=g'b

Combining this with Equation @, it then follows that F,.4p5 gb = ¢'b, then, using
axiom 3.a.ii7 of Definition [3.0.1] it follows that F,.4 gb = ¢'b. H

A special case of this is the following:

Corollary 3.4.1. Let f: A — B be a morphism. Then,
o iftroo fa= fd = a=4d, then f is monic, and
o ifty.pda: A, fa=D0, then [ is epic.

Lemma 3.4.3. Let ff(y) tly: Ax B | q(y)] — A x B be a subobject, and let ty,) =
{y: Ax B|q(y)}. Then ift,, is “provably functional”, ie, the sequents

T € tq(y) A x’ c tq(y) '_:v,x’:AXB fst(gj) — fSt(l’,) = 1= J]I

and
Faoa 300 AX B,x €ty A fst(x) = 2

hold, then there exists a morphism f : A — A X B in the topos such that wpf = ida.

Proof. First, by unwinding Definition, [A | fst(z)] = [A | 7r(x)], for any suitable
context A, so the two hypotheses are equivalent to the sequents given by replacing
“fst” with “m”. It then follows from Lemma that the morphism

a(y)

[y: Ax B|q(y)] = AxB "t~ A

is an isomorphism, as any morphism which is both a monomorphism and an epimor-
phism in a topos is an isomorphism. Let fg(y) denote the inverse of this isomorphism.

The desired morphism f is then ff(y) fg(y). m

In the constructions of Section [ we will need to encode at the level of the Mitchell-
Benabou language the following construction: we have a formula p(z) determining a
subobject [z : Z | p(2)] — Z and a term t(b) : Z determining a morphism B — Z
which factors through the subobject, or what is the same, b5 t(b) € {2z : Z | p(2)}.

Suppose h : B — U is a morphism such that ¢(b) = ¢(0') Fupy.p hb = hb'. In the
topos Sets, this implies h factors through the image of the morphism B — Z by the
construction “given z € Z in the image, choose b € B such that z = ¢(b) and send z to

h(b)”.

For our purposes, it is also useful to realise this construction as a morphism out of Z
(rather than the image) which sends any z € Z not in the image to a special value.
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Lemma 3.4.4. Let [z : Z | p(2)] — Z be a subobject, t(b) : Z be a term with free
variable b : B, such that

Fopt(b) € {z: Z | p(2)}
Also, let h : B — U be a morphism such that

t(b) =t(V') bpy.p hb = hb'
Then there exists a morphism f : Z — Z x QU such that the diagram

h
> U

B
[b:B \t(b)ﬂl

[z: Z | p(2)] [u:U{u}]

|

Zf)ZXQUTR)QU

commutes, and 7, f = idy.
We first give the proof of a stronger result:

Lemma 3.4.5. Let [z : Z | p(z)] — Z be a subobject, t(a),s(b) : Z be a terms with
free variables a : A and b : B respectively such that

Faapptla) € {z:Z|p(z)} As(b) €{z:Z|p(2)}
and
Faaps 2 (t(a) = s(b))
Also, let hy : A — U and hy : B — U be a morphisms such that
t(a) = t(a") Foara hia = hyd

and
s(b) = s(V') Fopp.p hab = hol
Then there exists a morphism f : Z — Z x QU such that the diagrams

hi1

» U

A
[[a=A\t(a)}]l

[z: Z | p(2)] [u:U {u}]

|

Zf)ZXQUTR)QU
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and
ha

B s U
[[b:Bls(b)}]l
[z:Z|p(2)] [u:U|{u}]
A — 7 x QU — QU

both commute, and wr, f = idy.
The idea of this technical sounding Theorem is that f is designed with the graph of
the familiar mapping of sets
Z — P(U)
{h1a}, where a € A is such that z = t(a)
z > {hab}, where b € B is such that z = s(b)
a, else

in mind. Notice that this map is well defined by the hypotheses on h; and hy. So indeed
the terms ¢ and s can be thought of as conditions on “elements” in [z : Z | p(z)]. The
reason why the map out of Z and into the power set of U is considered instead of simply
mapping [z : Z | p(z)] into U is because there seems to be no simple way of describing
maps out of subobjects using the Mitchell-Benabou language. To work around this, a
map out of Z is considered instead, but then the action of f on elements in Z which
are not in [z : Z | p] need to be accounted for. So U is injected into QY by the map
u+— {u}, and these elements can now be mapped to the canonical element &.

Proof. First, a term which generalises the graph of the above mapping will be defined.
In alignment with the notation of Theorem [3.4.3 let t,,) = {y : Z x QY | q(y)}, where

q(y) = (Fa: Ay = (t(a), {ha}))
V (3b: B,y = (s(b), {hab}))
V (=(Fa: A, fst(y) = t(a)) A =(3b: B, fst(y) = s(b)) Asnd(y) = @)
The goal now is to prove that the hypotheses of Theorem |3.4.3| are satisfied, which will
then yield the desired morphism f. So it must be shown that
(TS tq(y) A y/ S tQ(y) |_y,y’:Z><QU fSt<y) = fSt(y/) =y = y/ (7)

and
bz Jy: Zx QY y €ty Nst(y) = (8)

The proofs for each of these are technical exercises in type theory manipulation, only
the proof of Equation [7] will be shown here, but the same general idea is used to prove
Equation [8] To prove that sequent [7] holds, it suffices to show

q(y) N a(y') Nst(y) = fst(y') Fyyzxar y =y
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for which it suffices to show

q(y) A a(y') Nst(y) = ft(y') Fy.zx0v snd(y) = snd(y)
as
fst(y) = fst(y’') Asnd(y) =snd(y') Fypy vy =7
which follows from Lemma[3.3.1] By multiple applications of Lemmal[3.1.1] ¢(y) Aq(y') A
fst(y) = fst(y’) entails the disjunction of nine terms, corresponding to the nine “cases”

of y and /. fst(y) = fst(y') entail the negation of six of these, corresponding to the
cases where y and gy’ are of different forms. Thus by multiple applications of Lemma

ma

q(y) A a(y') A fst(y) = fst(y)
Fyy (3a: Ay = (t(a), {ha})) A (3d’ = Ay = (t(d'), {mad'}))
V (3b: B,y = (s(b), {hab}) ATV : B,y = (s(t)), {had'}))

Y ((—|(E|a : A fst(y) = t(a)) A —(3b: B, fst(y) = s(b)) Asnd(y) = 9)
A (=(3d" = A fst(y') = t(a')) A=(3 : B, fst(y') = s(b")) Asnd(y') = @))

It now needs to be shown that these three disjuncts each entail y = y’. The last of
these follows similarly to the first two, but in fact is easier, and the arguments for the
first two disjuncts are essentially the same as each other, so only the argument for the
first one will be shown.

First, by Lemma [3.1.1] it suffices to show

Ja: A,3d" : Ay = (t(a), {ha}) Ay = (t(a"),{hi1a'}) A Tst(y) = fst(y)
Fyp snd(y) = snd(y')

Since y = (t(a), {hia}) by fst(y) = t(a), it follows that

Ja: A Ja": Ay = (t(a), {fa}) Ny = (t(d), {fa'}) Nst(y) = fst(y')
by Ja: Add" - Ajy = (t(a), {ha}) Ny = (t(a), {hia’}) ANt(a) = t(a')

So by Lemmas [3.1.4] and |3.1.2], it suffices to show

t(a) = t(a) by snd({t(a), {ma})) = snd((t(d), {ha'}))

which follows from the hypothesis

t(a) = t(a') Fou hia = hyd

This establishes existence of the morphism f, to show that the respective diagrams
commute, it suffices to show

Fa.a snd(ft(a)) = {hia} and Fp.p snd(fs(b)) = {hab}
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The proofs of each of these are almost identical. To see the first one, the fact that
7rf = idy is used to show that k.4 fst(ft(a)) = t(a) which in turn is used to show
Fo ft(a) = (t(a), {hia}), from which the result follows. O

The proof of Lemma follows in almost exactly the same way as the proof of
Lemma [3.4.5] except rather than considering the term ¢(y) defined there, instead the
term

{y:ZxQV |(3b: B,y = (t(b), {hb}))
V (=(3b: B, fst(y) = t(b)) Asnd(y) = ©)

is considered.

4 Describing colimits using the Mitchell-Benabou
language

This section is the main contribution of this thesis. Here, it will be shown how to
describe finite colimits of a topos & using its associated Mitchell-Benabou language.
Since all colimits are either an initial object, or a coequaliser of a diagram consisting of
coproducts, it suffices to show how to describe an initial object, as well as coproducts,
and coequalisers using the Mitchell-Benabou language.

The inclusion maps corresponding to the coproduct will be described by defining two
terms, both of type Q4 x QF, one with free variable of type A, and the other with
free variable of type B, corresponding respectively to the inclusion map of A and the
inclusion map of B. Then it will be shown that these maps factor uniquely through
the object of the coproduct, these unique morphisms will be the inclusions. A similar
process will be done to define the projection map corresponding to the coequaliser.

First though, a few preliminary results which will be used in both Sections [4.2] and
[4.3 will be proved. In the following, Ag is the diagonal morphism of E, see Definitions
2.0.1] and [2.0.3| for Definition of the notation "xa,".

Lemma 4.0.1. The map "xa, ' is monic, for any object £ € &.

Proof. Let by,by : B — E be two maps such that "xa, b1 = "xa, b2. Since the diagram

B—" L F

(idB,bi)l lAE

BxFE — ExFE
binE
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is a pullback square for each 7, the following,

b;

B » F s 1

(idp 7bi>l lAE true

BxE — ExE —— Q
biXIdE XAE

is a pullback diagram. It follows that (idg, by) and (idp, b2) represent the same subobject
of B x E, so by the Definition of the equivalence relation on subobjects, there exists
an isomorphism h : B — B such that (idg,b)h = (idg,b’). Projecting onto the first
component shows that h = idg, and projecting onto the second shows that b =b¢'. [

Corollary 4.0.1. The morphism [u : U | {u}] is monic.
Proof. By unravelling Definitions, [u: U | {u}] = "xa, - O
Recall from Definition 3.0.1 that {u} means the term {u': U | v’ = u}.

Definition 4.0.1. Given an object U, let Single(U) be the domain of the monic [z :
QU | Ju: U,z = {u}] — QU. Let this monic be denoted l.

The idea of Single(U) is to be “the set of singleton subsets of U”.

Lemma 4.0.2. There exists an isomorphism g : U — Single(U) such that the diagram

U
gl [ul{u}]

Single(U) »—— QY
commutes.

Proof. First, notice that since Fy. {u} € {y: QU | 3u' : U,z = {«/}}, g exists at least
as a morphism, so it only remains to show that it is an isomorphism. By Lemmas|3.4.2
and [3.4.1], it suffices to show that

g(U) = g(u/> l_u:U,u/:U U = ul

and
ze{? QU | Fu:U {u} =2} Foov Ju:Ugu=2z

which are both exercises. O
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4.1 Initial object

Definition 4.1.1. Define
Initial = {z : 1| L}

Let I be such that the following is a pullback diagram

[ —— 1
| [
1 — Q

where the bottom morphism is the interpretation of Initial with respect to the empty
context.

Theorem 4.1.1. [ is the initial object.

Proof. By unravelling Definitions, the morphism I — 1 is [z : 1 | L], which in turn is
the unique morphism 0 — 1. Thus there is the following diagram

Iii

where all the maps are the unique according to the universal property of either the
terminal object or the initial object. Thus [ is initial. O

4.2 Finite Coproducts

Recall that in the category Sets the coproduct is the disjoint union. Here we emulate
the disjoint union in a roundabout way by viewing A, B as subsets of “marked” single-
tons in Q4 x QF. Theorem will give a description of finite coproducts using the
Mitchell-Benabou language, then the details of the proof will be given for the binary
coproduct case.

Recall from Definition that, {a} ={d': A|d =a},and Dpa ={a: A| L}.

Definition 4.2.1. Let {A4;}}, be a finite set of objects, then [[;_, A; is the following
term,

n n
{z: HQA" | \/(Elai t Ajy 2= (Bagidgs s Bag1:4i 15 40} Darpridisns o Danian)) }
i=0 i=0
where (Dag:ags - Das_1:4, {0i}s Dagy1:As -y Day:a) 15 the term

<<"'<®a01A0’ ®a1!A1>7 ®a21A2>7 >7 Qai—lfAi—1>’ {ai}>7 Qai+11Ai+1>’ >’ QanIAn>

which will be denoted 1a,(a;).
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Lemma 4.2.1. The interpretation of [[I_, A: is a morphism 1 — P(I]_, Q%) which
we identify with its transpose [[;_, Q% — Q. Let j : C — [[1, Q% be the subobject
classified by this morphism. For each i, there exists a unique morphism A; — C such
that the triangle

A —— C

[[arAILAim I

[T %
commutes. We denote these morphisms A; — C also by [a; : A| ta,(a;)].
Theorem 4.2.1. (C,{[ta,(a:)]}",) is the coproduct of {A;}1,.

We give the proof in the special case of binary coproducts, as the general case is
similar.

Definition 4.2.2. Define the following term,
AHB ={z: Q" x Q% | Ba:A,z=({a}, %))V (3b: B,z = (Dua, {0})) }

Also define
ta(a) :== {{a}, Dp.B) and tg = (Dan, {0}

Theorem 4.2.2. The interpretation of A[[ B is a morphism 1 — P(Q4 x QF) which
we identify with its transpose Q4 x QF — Q. Let j : C — Q4 x QF be the subobject
classified by this morphism. Then there exists a unique morphism A — C such that the
triangle

A——C

o™ |

04 x QOB

commutes, and similarly for B — C. We denote these morphisms respectively by
[a:Altala)] and [b: B | tp(b)].

Proof. The proofs for A and B are almost identical, so only the case corresponding to
A is given. Let p be the formula such that A[[ B = {z : Q4 x QF | p}. By unwinding
Definitions, [z : Q4 x QF | p] is equal to the morphism j. Thus, by Lemma
it suffices to show that .4 ta(a) € A[] B. By the Definition of t4(a) and Lemma
3.3.1} it suffices to show p[z := ({a}, Dpp)]. In turn, it suffices to show F,.4 Ja’ :
A, ({a}, @n5) = ({d'}, Db.p), which since F,.4 ({a}, Dp5) = ({a}, Dp.5), follows from
Lemma [3.1.4 O

Theorem 4.2.3. (C,[a: A|ta(a)],[b: B|tg(b)]) is the coproduct of A and B.
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Here is a sketch of the proof: Let hy : A — U and hy : B — U be arbitrary. There
seems to be no easy way of describing morphisms out of subobjects in any direct way
using the Mitchell-Benabou language. So instead, Theorem [3.4.5 will be used to define
a morphism f : Q4 x QF — (Q4 x QF) x QV which will be precomposed with the monic
4 and post composed with the epic 75 : (24 x QF) x QU to yield a morphism C' — QU.
Lemmal3.4.1will then be used to show that this induces a morphism f’ : C'— Single(U),
where Single(U) is as defined in Definition [4.0.1] The universal map will then be g~ f,
where ¢ is as given in Lemma [4.0.2, The facts that ¢~'f'[a : A | ta(a)] = ki and
g f'[b: B | tp(b)] = hy will follow easily from the Lemmas used in the construction
of g71f’. This can all be summarised in the following commuting diagram,

hy U

A
g
[[a:A|LA(a)]]l /

c—  Single(U) [ul{u}]

JI )\
QAXQBT(QAXQB)XQUTQU

along with a similar one corresponding to B. That ¢~'f’ is the unique such map will
require a bit more work.

Proof. It will first be shown that the hypotheses of Theorem |3.4.5| are satisfied, in the
notation used there, let Z = Q4 x Q8 and let p be such that A[[ B = {2z : Q4 x Q8 | p}.
The terms t(a) and s(b) will respectively be t4(a) and tp(b). It was shown in Theo-
rem that F, wa(a) € AJ[B A wp(b) € A[] B, so it needs to be shown that
ta(a) = ta(ad') Faaa.4 hia = hya’ and similarly for B, these arguments are essentially
the same, and so only the first one will be shown. It suffices to show ({a}, @p.p) =
({d'}, @p.) Faw a = d, for which it suffices to show that {a} = {a'} .o a = @, which
follows from the facts that {a} = {d'} oo a € {¢'} and a € {d'} Fy 0 @ = d’. Thus
there exists the desired morphism f.

Next, the existence of f’ is to be validated. By Lemma [3.4.1, it suffices to show
z € A[ B F..gaxgs snd(fz) € Single(U). This ammounts to showing

Ja: A z=14(a) Fhgaxes Ju: Usnd(fz) = {u}

and

db: B,z =15(b) Fy.p..oixoe Fu: Usnd(fz) = {u}
for which, by Lemma it suffices to show

z = LA(G) I_a:A,z:QAxQB Snd(fLA<a)) = {hla}

and
z = LB(b) '_b:B,Z:QAXQB Snd(fLB(b)) = {hgb}
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for which, by Lemma reduces to showing
Faa snd(fra(a)) = {hia} and Fo.5 snd(fup (b)) = {hab}
By the construction of f, these are also easily verified, as
mrfila: Al va(a)] = [u [ {u}lh

which amounts to saying F,.4 snd(fea(a)) = {hi1a}, and similarly for B.
To show that

g fla: Al iala)] =hyand g7 f'[b: B | tp(b)] = he

it suffices to show that

[w:U | {ulg™ fla: Al a(@)] = [u:U | {u}]h

and

[u:U [ {u}]g f'[b: B|ip®)] = [u:U] {u}]hs
as by Lemma [4.0.1} the morphism [u : U | {u}] is monic. Indeed both of these equa-
tions follow from commutativity of the morphisms involved in the construction of g~ f’.

To show uniqueness, it is required to recall the construction of the morphism f as
given in the proofs of Lemmas [3.4.3] and [3.4.5] It is recommended that these proofs are
read and understood before this one. Say [,l5 : C — U where morphisms such that
Lhfa: Al wa(a)] =lsfa: A tala)] = hy and L1]b: B | tp(b)] = le[b: B | tp(b)] = hs.
Then, since [u : U | {u}] is monic, it suffices to show that [u : U | {u}]ly = [u : U |
{u}]l2. In accordance with the notation of Lemmas|3.4.5|and [3.4.3 f is the composite

q(y) q(y)

QA xOF L [y (02 x Q8) x QY | q(y)] »2— (1 x Q8) x QU
where

a(y) = (Ba: A,y = (ta(a), {hia}))
V(3b: B,y = (ta(b), {haa}))
V (=(Fa: A, fst(y) = tala)) A—=(3b: B, fst(y) = tp(b)) Asnd(y) = Du.v)

The aim is to show that for ¢ = 1,2, the diagram

C d s U

]i [[u:Ul{uH]l

QAXQBW[[y:(QAXQB)XQU|q(y)]]W(QAXQB)XQUTR)QU
1 2
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(v) féz(y)

commutes. For each 4, the same diagram but with f{ ,q(y) replaced respectively

by ffi(y), gi(y), ¢;(y) commutes, where

¢i(y) = Ga: A,y = (jrala), {lira(a)}))
V(3b: B,y = (ju(b), {lius(b)}))
V (=(Ba: A fst(y) = ({a}, D)) A =(3b: B, fst(y) = (Daua, {0})) Asnd(y) = )

The final observation to make is that due to the hypotheses on [; and [y, the terms
q(v), 1(y), and ¢o(y) are all equal. ]

4.3 Coequalisers

In the topos Sets the coequaliser of functions f,g: A — B is given by B/~, where ~ is
the smallest equivalence relation on B such that f(a) ~ g(a), for all a € A. We emulate
this by taking the subobject of 2 consisting only of those the “equivalence classes” of
~, where in turn, ~ is emulated by a the subobject of B x B consisting of elements
(bo, b1) such that either by = by, or by is related to b; by a finite number of applications
of transitivity and symmetry.

Definition 4.3.1. Given morphisms gy, g1 : A = B in &, let Ry, 4, be the term

{ZIBXB ‘Hbo,bliB, z = <b0,b1>/\ <b0:b1

V \/ \/ (Elao,...,an_l,(bo :gao(lo)

m=1 o€y,

A (gao+1a0 = gcnal) ARTAVA (gan72+la/n—2 = ganqan—l)
A (Gan—1+1Gn-1 = bl)))}

where 7% s the set of length n sequences of elements of Zs.

The idea of this term is that it is a generalisation of the smallest equivalence relation
~ such that for all a, go(a) ~ g1(a). It does this by declaring (by, b1) to be in the relation
if either by = by, or there exists a sequence (ay, ..., a,_1) which “connect” by and b; by
the images of these a; under gy and g;. A diagram representing an example of this is
the following,

e N 7N
bo = go(ao) g1(ao) = go(ar) g1(a1) = go(az) g1(az) = by

However, it must also be allowed for that gy and ¢g; do not always appear in this
order, due to the symmetry axiom of an equivalence relation, this is why the set .7,
is considered. The next Definition generalises “the set of elements related to b under
Rgy.4.7, and “the set of equivalence classes of Ry, 4,7.
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Definition 4.3.2. In the setting of Definition[{.3.1], for any variable b : B, define the
term

[blgo,g1 :={V": B[ (b,V) € Ryo 00}
and finally,
Coequaliser(go, g1) :=={z : PB | 3b: B,z = [blg 4, }

The subscripts go, g1 on Ry, 4, and [b]y, 5, Will now be dropped to avoid clutter. The
interpretation of Coequaliser(go, g1) is a morphism

[Coequaliser(go, g1)] : 1 — Q%

which corresponds under adjunction to a morphism Q2 — Q we also denote [Coequaliser(go, g1)]-
Let jgr : C — QF be the subobject classified by this morphism.

Theorem 4.3.1. There exists a unique morphism B — C' such that the triangle

B ——C

[[bﬁm Ij 8
QB

commutes.

Proof. By unwinding Definitions, [z : QF | 3b: B,z = [b]] is equal to the morphism j.
Thus, by Lemma [3.4.1} it suffices to show that k.5 [b] € Coequaliser(gg, g1), ie, that
Fyp 3V 2 B, [b] = [V'], which is an easy application of Lemma [3.1.4] O

From now on, [b: B | [b]] will always refer to this induced morphism B — C.
Theorem 4.3.2. (C,[b: B | [b]]) is the coequaliser of go and g;.

Proof sketch: Following the proof of Theorem given arbitrary h : B — U
such that hgy = hg; Theorem will be used to define a morphism f : QF —
08 x QU which will be precomposed with the monic j and post composed with the
epic 7 1 QF — QU to yield a morphism ¢ — QUY. Then, Lemma will be
used to show there exists a morphism f’ : C' — Single(U), where, as in the proof
of Theorem [4.2.3] Single(U) is the domain of the “subobject of singleton subsets of
U”, e, ko [z : QU | Ju: Uz = {u}] — QU. Next, by Lemma [4.0.2] there exists
an isomorphism ¢ : U — Single(U). The claimed universal map is then g=!f’. That
g f'[b: B | [b]] = h will follow easily from the Lemmas used in the construction of
g~ 'f’. This is all summarised by the following commuting diagram

h
>y U

B
g
[o:B| [bﬂ]l /
f/

C —1  Single(U) [ul )]

JI \

QF ———— OF X QU —— 5 QU
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Proof. 1t will now be shown that the hypotheses of Theorem [3.4.4] are satisfied. In the
notation used there, let Z = QP and let ¢(b) = [b]. Clearly, .5 [b] € coeq(go, g1), so
it remains to show that t(b) = ¢(0') k4.5 hb = h¥'. This can be done by first noticing
that

[b] = [b/] I_b,b’ b e [b]

and then showing
V' € [b] Foy hb = hY

This in turn amounts to showing that any of the infinite amount of terms which appear
in the infinite disjunction in the Definition of R entail hb = hb'. This can be done using a
general argument, although notation becomes burdensome. Instead, an example which
highlights the general idea will be presented. To show

Jdag...an—1 : A, b= goao N\ g1ap = goa1 N ... A\ G1an—2 = Goln_1 N G104, = by hb = hb'

It follows immediately from Lemma [3.1.2that if 1 < i < n—2, then g1a; = gotit1 Fay:a
hgia; = hgoai+1. Similarly, b = goao Fagaps hb = hgoao and gia, = b bo,ap:8
hgia, = hb. Thus, by multiple applications of Lemma [3.1.1] and [3.1.3] it follows that
notice first that

dag...an—1 : A,b = goag A grag = goa1 A ... A g1an—2 = Golp—1 N g1Gp = b
Fop:p 3ag...an—1 : A, hb = hgoao A hgiag = hgoar N ... A hgian—2 = hgoa,—
A hgia, = hb'

Since h as a morphism is assumed to be such that hgy = hgy, it then follows that

Jag...an_1 : A, hb = hgoag A\ hgiag = hgoai A ... A hgian—o = hgoan_1 A hgia, = ht
Fop.p 3ag...an—1 : A, hb = hgoap A hgoao = hgoar A ... N\ hgoan—2 = hgoa,—1
A hgoa, = hb'

(where the difference between the two sides of the sequent is that in the second, all g;
have been set to go). It then follows from multiple applications of Lemma [3.1.2} that

Jag...an_1 : A, hb = hgoag A hgoag = hgoai A ... A hgoay—o = hgoan_1 A hgoa, = hb'
l_b,b’:B Elao...(lnfl : A, hb = hb/

It then follows from n applications of Lemma |3.1.1}and axiom 3.b.vii of Definition [3.0.1
that
Jag...an_1 : A, hb = hb' typ.5 hb = hb'

Thus the morphism f exists.

To show that the morphism [’ exists, it suffices by Lemma to show that z €
Coequaliser(go, g1) F..qz snd(fz) € Single(U), ie, that

db: B,z =[b]F..qp Ju:Usnd(fz) = {u}
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Similarly to the proof of Theorem 4.2.3] to show this it suffices to show by Lemma
that

z = [b] Fo.0m 4 snd(f[B]) = {[0]}
which by Lemma reduces to showing
s snd(f[b]) = {[b]}
Indeed this holds as this sequent is equivalent to wgfj[b: B | [b]] = [u : U | {u}]h
which holds by the construction of f.

Lastly, to show that
g B[] =h

it suffices to show that

[w | {u}lg™" f'Ib: B | [b]] = [u: U | {u}h]i

as [u : U | {u}] is monic, by Lemma Indeed this equation holds by commutativity
of the morphisms inolved in the construction of g='f’.

To show that this is the unique such map, the construction of the morphism f as
given in the proofs of Lemmas [3.4.3| and [3.4.4] will be used, similarly to the uniqueness
part of Theorem [4.2.3] again, it is recommended that the proofs of these are read and
understood before this one.

Say l1,ly : C — U are morphisms such that [;[b : B | [b]] = L[b : B | [b]]. Then
since Ju : U | {u}] is monic, it suffices to show that

[u: U {ullh = u:U| {u}]

In accordance with the notation of Lemmas|3.4.3| and |3.4.4] f is the composite

0P ﬂ [y : Q8 x QY | q(y)] ﬂQBXQU
where
q(y) =(3b: B,y = ([b], {hb}))
V (=(3b: B, fst(y) = t(b)) Asnd(y) = 2)
The proof will be done once it has been shown that for ¢ = 1, 2 the diagram

C L s U

jl [[u:UI{uH]I

QF —— [y: Q7 x QY [ q(y)] — Q¥ x Q¥ — QY
3

ff<y)
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commutes. For each 7, the same diagram but with ff(y), g(y), q(y) replaces respectively

by f1i(y), gi(y), ¢;(y) commutes, where

qi(y) = (3b: B,y = ([b], {[0]}))
V (=(3b: B, fst(y) = (b)) Asnd(y) = @)

The final observation to make is that due to the hypotheses on [; and [, the terms
q(v),q1(y), and ga2(y) are all equal. O

5 The map from simplicial sets to algorithms

The aim of this Section is to outline the general method of realising a simplicial set
X as an algorithm, ie, describe X using the Mitchell-Benabou language. One of the
key Theorems behind this description is that the category of simplicial sets is the
classifying topos for the theory of linear orders. The full weight of this Theorem will
not be required, but some of the preliminary Definitions and Lemmas will be.

Definition 5.0.1. A linear order is a set I along with two distinguished elements
b,t € I and a binary relation <, such that

e forallzel, v <ux,

o forallz,y,z€l,ifx <y andy < z, then z < z,
o forallz,yecl, ifv <y andy < x, then x =1y,
e forallz, b<x andx <t,

o b#£t,

o forallz,yel, eitherz <y ory<uz.

This in fact is the particular case of a more general notion of a linear order in an
arbitrary topos &, where & = set.

Definition 5.0.2. Given a topos &, a linear order element is a tuple (I,r,b,t)
consisting of an object I, a monomorphism r : R ~— I x I, and two morphisms b,t :
1 — I, such that

e there exists a morphism I — R such that the following diagram commutes,

I — R

NI

I xI

where A : I — I x I is the diagonal map,
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o there is a morphism (I X R) X3 (R x I) — R such that the following diagram
commutes,

(I xR)xp(RxI) —— I?

l lm 73)

R . s 12
where (I x R) X3 (R x I) be such that the following is a pullback diagram

(IXR)xp(RxI)—— RxI

| !

I xR > I3

e there is a monomorphism R X2 R — I such that the following diagram commutes,

where R X2 R 1s such that the following is a pullback diagram
R X2 R—— R
[2
Ry—— I?
where T : I* — 1% is the “twist map”, {ma, 71),
e there are morphisms 1 X I — R and [ x 1 x I — R such that the diagrams

I1x] — R Ix1l — R

' T
bxidy idy Xt

I x1I I xI

both commute,

e the following is a pullback diagram,

i

— 1

~

—— 1
where 0 is the initial object of &,
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e the morphisms r and Tr, where T is the “twist map”, form an epimorphic family.
See [9, §VII 8] for a discussion on how Definition [5.0.2] generalises Definition [5.0.1]

Definition 5.0.3. Given two linear order objects of a topos &, (I,r,b,t) and (I',r', b, 1),
a pair of morphisms (f : I — I',g: R — R') of & is a morphism between such orders
if the following diagrams commute,

R—Y R 15Tt 1
TI I’“’ \ lf /
b t
/ / !/
I xI W I'x 1T I
This defines the category Orders(&) of linear orders in the topos & .

Similarly to how classifying spaces in cohomology theory are used in Topology,
there is a notion of a classifying topo: which exist in a more general setting. Here, the
classifying topos for the theory of linear orders will be considered, the idea of which is

to be a generalised universe of mathematics which contains the universal interval, see
[9, §VIIT].

Definition 5.0.4. Given topoi & and %, a geometric morphism & — % is a
pair of adjoint functors F* : F — & and F, : & — F such that F* is left adjoint
to F,, and F* preserves all finite limits. F* is the itnverse image functor, and F,
the direct tmage. Given geometric morphisms (F*, F,) and (G*,G,), a morphism
(F*, F,) — (G*,G,) is a natural transformation n : F* — G*. This defines a category
Geo(&,F).

Definition 5.0.5. A classifying topos for the theory of linear orders is a topos
& together with a family of bijectsion such that for every cocomplete topos %, there is
an equivalence of categories

Orders(F) = Geo(.F, &)
which is natural in F .

It was first proved by Joyal that the category of simplicial sets is a classifying topos
for the theory of linear orders.

Definition 5.0.6. The simplex category A is the category whose objects are sets
of the form {0,1,...,n} for some n, these will be denoted [n|. The morphisms of this
category are order preserving functions. For any positive integer k, let A<y be the full
subcategory of A with objects {[0], ..., [k]}.

There is a canonical way of factorising morphisms in the simplex category:
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Definition 5.0.7. Define

and
Mot [n+1] = [n]
e fr
7—1 353>1
Theorem 5.0.1. Any morphism [n] — [m] in A can be written uniquely as

i1 2 i J1 J2 Jk—1, ji
emem—l . "Em—k+177m—k77m—k+1 . 'nm—lnm

withm >t 219> ...24 >0, and 0 < j; < jo < ... < g <.
Proof. See [14], §VIIL.5.1]. O

Definition 5.0.8. A stmplicial set is a functor A°? — Set, where Set is the category
of sets. The collection of these, along with the collection of natural transformations
between them, forms a category sSet, the category of simplicial sets.

Theorem 5.0.2. sSet is a classifying topos for the theory of linear orders.
Proof. See [9, §VIII §] O

Definition 5.0.9. Since sSet is the classifying topos for the theory of linear orders,
it admits a universal linear order object given by the image of idsse; under the cor-
respondence Geo(sSet, sSet) = Orders(sSet). Let (I,r : R — I x I,b,t) denote this
order.

5.1 The General Method

In this section we explain the general method for taking a finite simplicial set X and
translating it into a term in the Mitchell-Benabou language. A simplicial set X is called
*finite* if it has only finitely many nondegenerate simplices, which means that there
is a canonical diagram J : ¢ — A with ¢ finite such that X is the colimit of the
diagram

FJ — A = sSet

where the second functor is the Yoneda embedding. Since it was already seen, roughly
speaking, the process which will be taken to realise a simplicial set as an algorithm will
be to begin with a finite simplicial set X and then write it as a finite colimit of an
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indexing category ¢ through a functor J: # — sSet. This can then be written as a
coequaliser diagram in a canonical way, which only uses objects and morphism in the
image of A under the Yoneda embedding y : A — sSet. Since it was already seen in
Section [l how to write finite coproducts and coequalisers using the Mitchell-Benabou
language, it will then only require a way of describing the subcategory A of sSet using
this language to then have a full description of an object isomorphic to X in sSet using
this type theory.

In order to describe the subcategory A of sSet using the Mitchell-Benabou language,
it suffices to define a functor F': A — sSet whose image is described by this language,
and is naturally isomorphic to the Yoneda embedding y. A description of such a func-
tor is given in [9, §VIIL.8.2], and proved to be isomorphic to the Yoneda embedding
in [9, §VIIL.8.6], but this functor is insufficient, as although it describes the image of
objects using the Mitchell-Benabou language, it does not give a term level description
of the image of morphisms. Motivated by what was done there, we define the following
construction.

Definition 5.1.1. Let F' : A — sSet be the functor which sends an object [n] to the
domain of the morphism

[y : I,z [ b<2; < ...<x, <]

where b < 1 < ... <z, <t means (b < x1) A (11 < x2) A cee A (1 < ) A (2, < 1),
and x; < x; 1 means R({x;, ri11)).

By Theorem/|5.0. 1), in order to define F; on morphisms, it suffices to define it on the mor-
phisms €' and n'. In the following, (1, ...,x,) means the term (...(x1,T2), x3),...), Tp).

Define

[[$1 : [, ey 1 ¢ 1 | <b*,2§'1,$2, ...,an_1>]] 1=20
Fe)=<xr:1I,...;xpy:T|{x1,...t5, 2. 0p1)] 0<i<n

ley I,y o I | {2,y @y, t5)] i=n

and }
Fn,) =1lx1:1,.c;@npr : I | (T1, ey Tim1, Ty i1y ooy Tnt1) ]

where the notation £; means to leave x; omitted.

As already mentioned, given a finite simplicial set X, a finite colimit diagram will
be chosen for X, and then this colimit will be written as a coequaliser diagram, which
will then allow F to be extended to a functor F' : sSet — sSet, see Lemma below.
The process behind the construction of this functor F' will then make it clear how to
write the image of F' using the language of the Mitchell-Benabou language.
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Lemma 5.1.1. Given a functor F': € — & where € is a small category, and & admits
all colimits, there exists a unique (up to natural isomorphism) colimit preserving functor
F: Set®” — 9 such that the diagram

¢

ij

Set”” — 9

where y : € — Set®” is the Yoneda embedding.

The action of this functor on objects is given by the following. Let P € Set®” be a
presheaf. Then P is a colimit of representable presheaves. Pick a colimit diagram for
each such presheaf. Also choose a coproduct for every collection of objects of &, and
also a coequaliser for every pair of suitable morphisms. Let J : ¢ — ¥ is a functor
such that the colimit of ¢ through J is isomorphic to P, and construct the following
diagram,

_ 90 ' N
Hf:j%j’ JJ ? Hje/ Jj ————— coeq(go, g1) = P

where gq is such that for all f : j — j', the following diagram commutes

. g
Iy 7 — e s 73
Jj s v Jj

and g; is such that for all j € _#, the following diagram commutes

pjojy /i ——— e, Ji
Jj i s Jj

Then the image of P under F, is defined to be the coequaliser,

: 904 : :
[ AJJ ? ]_[je/ AJj ———— Coequaliser(gpA, g1 A)
1
where prepA and postpA are defined similarly to pre and post above.

Since the functor F is essentially unique, assuming that the functor F is naturally
isomorphic to the Yoneda embedding, this then implies that F is naturally isomorphic
to the identity functor idgse. This ensures that the description of the image of a sim-
plicial set X under F using the Mitchell-Benabou language is indeed (isomorphic to)
X.

42



6 An Example

In this section we give the explicit example of the 2-simplex A[2] which is the func-
tor sSet(—,[2]) : A°® — Set. The canonical diagram alluded to at the beginning
of Section 5.1 coming from the nondegenerate simplices is: The explicit example of
A[2] = sSet(_,[2]) is now considered. In what follows, the objects and morphisms of A
will be identified with their image in Set under the Yoneda embedding. Let T be the
partially ordered set {a < b < ¢}, and then define the following sets,

Ty = {{a},{b},{c}}

T, = {{a,b}, {a, c}, {0, c}}
T, = {{a,b,c}}
T=TyuTyUT,

Then T is a simplicial complex whose geometric realisation is homeomorphic to the
triangle. Let St be the corresponding simplicial set as given in Definition ?7. To apply
the functor F to T, first a diagram whose colimit is isomorphic to 7" is needed. The
following is defined with figure [1] in mind.

Figure 1: Colimit diagram of the triangle

Lemma 6.0.1. Define the indexing category # generated by the following diagram,
where all object and morphism names are formal symbols,

[0]4
_ [1]1 (1)l ’ [2]1 < 212 [1]2 (3.2) .0
1 (3’“6(2)]\ 1
[0]2 g > [1s < G (0]



Then let J : _# — sSet be the functor which “removes the label”, ie, J([i];) = [i], and
J(@Dnly =nl. Then the colimit of ¢ through J is isomorphic to A[2].

This colimit can be written as a coequaliser in a canonical way:

Lemma 6.0.2. Let g and go be the unique morphisms such that the following diagrams
commudte,

ey, 716 = Ui == Lig,e o J0;

I I

(i) el

J[k—1]; - > J[kl;

and
go .
Hendpe-nopm, T = i —— Lpe » il

I I

then there s the following coequaliser diagram,

90 . .
Hu,j)ﬁk:[,ﬁ_lh_)[k]j J[k—1]; ? e » Jlilj - » Coequaliser(go, g1)

which induces

goF . .
Hene oo, FlF— 1 = e , FIil ----- » Coequaliser(goF, g1 F)
k J g F J j

where goF' and g1 F' are defined similarly to go and g1, and Coequaliser(goF, g1 F') = Sr.
Now, Coequaliser(goF, g1 F') will be written using the Mitchell-Benabou language.

Example 6.0.1. H[i]jej Fi] is isomorphic to the object given by the domain of

[ : 2 x @ x QP x Qf x Qf x QF x OF |
(z=({x},9,9,9,0,9,0))
V(z=(9,{x},9,0,0, 0,0))
Vi(z=(2,0,{x},2,9, 0, 0))
(Fx:1,2= (2,0 0 {z),0 0, 0))
(Fz:1,2=(2,0,0,0,{x},2,9))
Fz:1,2=1(2,0,0,0,2,{z},2))
(By:R,z=(2,2,2,2,2,2,{y}))]

<< <L
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Similarly, H(i’ﬂekz[kfl]i—)[k]j F[k — 1] is isomorphic to the object given by the domain of

[: " x QP x AP x Q' x Q' x Q' x Qf x Qf x Q|
z=({*},9,0,0,0,0,0,0,9))

V...

Vz=(2,0,0,0 0 {x}3a, 9, 9))
V(3z:1,2=(2,0,0,0,8,0,{z},7,9))
V(3zr:1,2=(9,0,0,0,0,0,0,{x},9))
V(3z:1,2=(20,0,0,0,8,0,5,3,{z}))]

Then the morphism g, is induced by the morphism,
[2: (A x QP x Q" x Q' x Q' x Q' x Qf x Qf x Q)
x (' x O x O x QF x QF x Qf x QfY) |
:={({x},2,9,2,2,0,0,0,0),( {+},9,0,0,0,0,0))

Vz={(0,{x},9,0,0,0 00 0), {0, 0,0 0 0, 0))
Vz={((0,0,{x},0,0,0 0,0, 0) (2 {0 0 0 0, 0))
Vz={(0,0,0,{x},0,0 0,0, 0), (2, {0, 0 0, 0, 0))
Vz={(0,0,0,0,{x},0 00 0) (2,0 {x}0, 0 0 0))
V= {((0,0,0,0,0 {0, 0, 0) (2,0 {x}0, 0 0 0))

Viz:l,z=((0,0,0,0,0,0,{z},9,0),(0,0,0,0,0,0,{z}))
Viz:l,z=((0,0,0,0,0,0,0,{z},0),(0,0,0,0,0,0,{z}))
Vir:l,z=((0,0,0,0,0,0,0,0,{z}),(2,0,0,0,0,0,{z}))

V' remaining term |

where “remaining term” is the term consisting of the conjunction of ten terms, the first
of which is
~(fst(z) = ({+},2,2,0,0,0,0,0,0)

the next five are similar, but with {*} appearing respectively in the 2" through to 6™
position, the next three are similar but with {x} replaced with {x}, and with the position
of {x} shifted to the 3" last, 2" last, and last position respectively. The final term is

snd(z) = (0,2,0,0,0,, )

This final term can be thought of as describing the map which sends the remaining cases
of the form fst(z) can take to a special element. Indeed by Lemma this induces a
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morphism which is the morphism go. In a similar way, the morphism g, is induced by

[2: (A x QP x QP x QP x Q' x Q' x QF x Qf x Q)

x (' x QO x O x QF x QF x Qf x QFY) |

z = <({*},®,®,®,®,®,®,®,®>,(@ 2,0, {tx}, 0, ®)>
Vz={(0,{x},9,0,0,0 0,0 0) (2,0, 0 0, b}, 2))
Vz={((0,0,{x},0,0,0,0, 0 0) (0,0 0 {x}a, 0 2))

V2= {((0,0,0,{x},9,0,0,0,0),(2,0,0,0,,{t«},2))
Vz={((0,0,0,0,{x},0 0,0 0), (2,0 0 {t} o 2, )

Viz= <<®,®,®,®,@, {x},2,0,9),(0,0,0,0,, {b*},®>>
VIz:l,z=((0,0,0,0,0,0,{z},0,0),(0,0,0,8,8,,{(z,tx)}))
VIiz:1,z=((0,0,0,0,0,0,0,{z},9),(0,0,0,8,8,,{(z,2)}))
Vidr: I, z= <<@,®,@,@,@,@,®,@, {2}),(9,92,0,0,9,0, {(b*,x)}>>

V' remaining term |
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