DLT Lectue T = Why deep leavning theow / 9/11]20

Theve can be vo cloubt that deep }eavmnﬂ is useful  [arge fech companies spend billions on
R&D inthis avea ancl there are many cear examples (in mage classification, speech
ve,wgwiﬁ'om) machine havslation, recommender J(«/a%ems Jo name a few ) wheve
these invedtments have had meanurable impact on their revenues. However the
agqument T would [ike o make in this lecture is that the open problems in1he
Theon of deep leavning are wifh high /ombah’//@ the most impovtant theovetical
f)mlolemf of our hime, and the /D/Meﬂf“C/aj uﬁ/@ o cleep leavning is nof a

sufficient avgumen £ o supporf such a loold claim.

The expected value a;”deep leavning theony is a product of Fuo fuchoa (a) tue
onbalazr/;/? that deep learning han an evertual impuck compavable fo

genewmd puvpose fechnologies suuch as steam ancl elechicity, and (b) the

clegree fo which proguess in cleep Jeawing prachce requires progreor in cleep leavning

ﬂeogj. The lectuve is wwm/oondmglj broken info fue /acm‘l\

@ DeeF Lealminﬂ an General Pavpose Technology

(/H) From ‘i‘DjS +o ema't nes
(A2) The power -law era of cleep /eavmhj
(A.B\ Limitations of deep /eammy

@ Who needs 7%@01@/.7

(8.1) The role of theowy, histovically
(8.2) Mathematics anc! deep Jearning
(8.3) Af scale, joacan%aﬁ%rd%a?u?ﬂ



(A) DL e GPT

(/H) From "'mjﬂ'o eng/h_e;

Richard Treuithick's “Au fyfmg clevil” is ﬂenem//y n?gam'/ed an bemg one
of the fuf steam powered Jocomofives . You can hear the amusing sforny of
it it (and final) outing on Dave Broker's excellent podcant [1].

Figure 13: The number of railway passenger journeys in Britain, 1838-1911
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If you weve paying affention in 180l you might have predicted hat, absent

some fundamental reason Wl’)y steam engines could not scalefo much hzﬁker
preasuves and volumes, economic forces (Hamsporfaton of coal and manufzactured
Goods, for example, buf also paenges) would eventually propel #his technolbgy
~Horwavd and ransform BmLam, and the wov/d. On the oftier hand the " Pu f’ﬁmg
devil " war a bif dFatoy , all sork of ad hoc choices cwere fnvolved in ih consuchon,
subsequent iferations relied on inspired gueswork and hnkevng vathey than

some deep Theory , and anyway fhe naysayess weve w‘glahér decades ! So You
Fvobaloly wouldn'f- have predided fhe impact of sfeam locomotives (few did in 1£01).

We now know that there weve no apvion olbostades o JCQ/lhj up e steam engine

(mmch lafe; the ymodjwaw’ics chavified fhis ) and (Fbecame a gewem‘ purpose z‘echnéiuyy_



A General Puvpore Techno/ogy (GPT) is a fechnology that-cwomes to be wide!y used
acvoss the economy , hav many differentwsen, and creater many _r/y///ouer effect |
Obvioun exarples ave steam, e/ecﬂ‘ci/y) and compules. Of coune not evew /D,/am/:/'/)ﬂ

fechnology scales up o become a GPT.

Deep learning is alveady ureful and will see widespreacl adopfion jn many (ndustres
even f no fuvther progreas is macle (e we're past the “Puffing Devil" stage )
But if we ave reaching the limi#s of deep learming, # will full short £ the impact
A GFPTs ke sfeam. Since the /m/)//'caﬁ‘oma/vevy cqpab/e AT ave J0/DVDJ[OOMC/)
it bewomen imjoon’vm/ Jo undewtand 7FHheve are any Ffundamental obstacles 7o

Wnﬁ'mxinﬁ progreos n dee/D /€ammj

(A2) The Power~law eV O}Do\eepleavmnﬂ

The sﬁdy of avtficial neural networks goes back in some form Fo e 11405
(2,51271, [31 Tntne 20105 the availability of wmputation (GPUs)
and large datasels (moiffmmowﬂy TImageNel) starked fo reveal hat neural
nefworks had supevor Perﬁ—?/mance o a range of-fusks in o mputer Nision
(and within o {ewyea/j, in many other domains an we)) ). T the ale 20105

it stavfed Jo be come clear that £+ large networks Hained on large dedarets
(large compared fo Imaye/\/ei‘) the performance (an meanured by 7ememliraﬁbn
evror ) is joverned ac0IS a wide range P fonks (}ncludm\q jewemﬁwz
modeling of language , images, video and mafhﬁwb/eym) by power /aws,
see [4,5,6 ] The %DI/Ow/'V\g F»guve (from [Lf]) Hlwotvates the three

“eras" o deep [earning
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* Small dale eva (<20\O) - scale too small o see wide aclvay\fuge c/}ﬂ neuval nefwovlzs

* Big doln e (zolo—wzo)  sufficlentscale fo see /perﬁ)ymcrme on many frok s

Power - loaw erme (>2020) : Pw:ch‘c’mb(e refurns 1o increaned scale

(/UhazL/;q/pawer/aw? An excirmple from [5 1 tnat Transtormer language moclels
o natuval language bained with eat//t/ va/i/axhj on a datosetod size D have fesf loss
given by the fo“DwMﬂ Pou)er(qw (heve the model is a lavge o it needs o be in fevmr of

the number of pavamefew, and medlels are hained “o convergence” )

-0.01
L(D)°¢D00r

Hence if you want fv decreane the loss by o fackor of ST,

—0.094

L(«D) = 095Lp) = « - 090
= (ijo( = —o:nc‘q—f (Oj(o."id") = < o 272

jow need o increase yourda%cue} |oy afachor of awund 3.



This power law holds acwoss a large i ge o veluer A& D [5¢%] exceeding some
minimum thresholl, but munt eventually fail an #he model hiks the lower bound
of iveducible ewor anin (41), if not before . Some remavks

(i) Th some example/j (8x% Image/\/m" jey)emylﬂf VVIOC/e/ing) //hg_/ﬂywer law
does conhnue fo hold undil the level of ineducible ewor isreached 6 53],

() A 5% }mpwvcmenfmaj nof sound impressive, hut moc(eh'ng a vewy large corpus
of Infevnet fext isa vew diffreult problem, and when L is Jow evew percentage
)oom% of ;’mpyovemw/l may Pranslate fo impveasive pe%rmame on cown Fream"
tasks (e Amoks for which the model may be Fine-tuned )) ree [8 ] ancl
[6,53.4] for details

(i) Power [aw behaviour aPlDeaVﬂLD be univenal for Transformew acws many
modalities [6] and for L as « Ffunction a}/ dafasefsize 1D, model size N
and fofal compoffe C

(iv) Recent work han shown thatk Transforimen may be wed o many fevlkes

incomputer visien, and it reems +he power laws may alfo apply.

(v) SU\PPoJe L(D) = >\D—T fhen
|OjL(D)= log/\— T)ojb (5.1)

50 You canthink of 0 ar a meapure of the margjinal infarmation exbacted
fyom each addifional M/ﬂ}hj excimple ((ugaw’%m;ka(ly ) . IFis eony o

change A by vanying the model avchitecture, bubmuch havder o increcue
‘H/IQSW»”V\j ex()onewf v [4) 55'21



All hgeﬂ)erﬂoe cunent sifuahon n deep learning is quile vemarkable - one avchileclure

( Tansformew, with minor vaviatons ) works ccvose (anguoge, images, video and
reinforcement learning | and showos power low behaviour in all bukthe |ast
(it would be vew l'ni'erwﬁngﬁ ree Jome Rind cr;p /oowe/)aw n RL, fo say the Iea/)f)

with no indicodion af Mepower/aws 7%///7;9 af-the frontfier a-/ /argg oompu}e [amcl
GPT-3 s an /’mpmﬁm Jeot in thic a//'/‘ecﬁ'an).

This raises the /jojf/b///%j thaf we can ma/ee/owym%f [Pt’V/?Olﬂf laC//‘(q//g wyr@or) I/'m/b(y

oy %,D%C/"hj more resource, W/'fhou/'necwaw'/y needing breakthrodghs in avchifecture .

However fhe/aowe//a ws are Mofomy velevant-al the fmnﬁerﬁf (e rge (/Om/jufe As
Hestnes efal note T may seewm counterintuitive, butan implication of prediclable
sca//'rly s that model avchilecture explovation s houd be fecsible with small dalasets”

o Yo omlg need D 1o be /arge @Moc(yh o enfev the power (cw vegion A le.l) in ovder
fo estimate 1he Jca//'/)g exlooz/)anf /8

(A.3) Limitations of deep learming

As with any technology, deep learning has many [imitations and theve is a vange
of opinion ubout-which of these limitations are fundamental (in the rense thaF
the second law of thevmodynam)es plaes Fandamental limitations-on heat engines ).

Here is a biet discunsion of some common criticicms, P”Mﬂ bonowing fom [10]

* Deep leaymna istoo data Inuvsjvj - labeled datareh are ﬁmc{amewfa“j scavte,
but autoregreasive Transformer models work with un-labeled data, and
may Hhen boe fine-funed on Jabeled clate . Theve ave many domaing in whick
inthis probably shll chern'twaovk, but amuably enough clomains i which
H wil Jo make deep earming a GP T ponefheless.



. Scah'nj laws qre nie, hut Scalmj s infeanible 4o wontinue th/’ngon #he
powev laws will vequire substantial investment (milliens, ancl eventually

pev\nCiPS billions o USD) in clajmfefs) GPUs, and Ju/gprwmpufem
for dishabuted JLYG{}'V]J"AS, This seems imp’aur}b/e ancl even {7‘}2[6;1)[“/{ Jo rome

academics, louf it is imporiant 4o remermber hot we live 0 & 3\0 balisecl

indwitvialised capifalist Socx‘e@ inwhich this ccale of investment /s

voutine (7'obal inverrment in renewable energy capacf/y mn 2018 wan
UsD$272.9 billion ). If scaling delivers useful actifacts, the

resource) can be found .

The invedtment of. Micvosofd in bm/clmj an AL chPchDMPMJ-H +for Opem/}z [12]
and the applications of this fechnology thot alveady exisk acvoss MiciosoPF's
buainess fends fo suggestthaf so far, scaling is de //vew'nj suffic ien%{y.

Finally, nete that one a vich actor (like Microsoff or &oogJe) demonstralen by

scq[l‘ng Hhat some mpab)/ify is pmr/b/e /n deep /ea/nmg, itis );’}Lelyﬁy he
v@plr‘cafed (in more tomplex, hand cratted )/VIUC(E/S) af lower st for use in

parficular setfings ; for a concrete example see (14 ]

. La\ﬂje moclels will ook the P)ane)’ theve is some concevn hat fmmmg ven

large models is asrocia ted with wankeful greenhowejcw emissione. As dar

oan I cantell this concevn how no banis, since we are a}reac]y ina rapid

hancton+o fn)ar—W/'/W{'Ba#Giy power [137] and i0 this world dafacenters

can be co-located with 7enemﬁon sites fov low -cost ¢le g power.



So will deep learming evolve in> a general purpose fechnology over he next several decades 7
, ] J :
Dnlg fime will fell, but my Pewoma| opinion’s tat after the d;‘fcouer of the power laws,

i+ is move /l‘kelj #an not.

Aside on AL smfefy

Note thaf dee/p /eayn/nj e\/ol(/mg infoa GPT is o Necwosa vy but not sutticient condifion
v “human level " artfcial in /e///jeme , which isa muchmore radical and hansformative

]oros/)emt. This Is nofﬁ)e/a/a(e 7%3@7”7‘00 fav into j%affopfc/ anyf fhom some bref nokes -

* Even it human—level AL s nof‘am'l/)‘ng any Fme Joon, deep /earmﬂg ancl

deep leavming theony ave still impoviant for fhe vearons outtined above .

* Pablic claims thal human-level AT is “fur 4" and #hat many fundamental
advances beyond deep learning will be vequivec| should be freated as /Jjeuc{o—.ru'enﬁﬁ\c)
an in, they are beliefs mx‘u‘u/zean mjarofec/ as being baved on scientific method [11].
Theve are nomodels for AL progress and no jmamnfew waclical near—ferm progreos

is impossible. That doean't meon i will happen, but the umcev}w’n@ is large ancl
+he event o oome?uewﬁal hat 7Lo}3)'cs like AT son[fi{y are urgavﬁ' [16,17]

e Hl‘Si-ovy shows that &r%egeneml Ioubh‘c/ and even for scientish not in o hey
inner C’“‘?/ and even for Jcl'em")‘dr in that hej c/rc/e/ His vewy otten the case
that key fechnological developments shill seem decader away), fe Yeow before

)fheydhow up“ — T VYudkowsky [15].



@ Who needs %’\Aeoq?

The vole of%eouj) h\s-]-ov‘\cq\\j

The engmeen'nj of steam emﬁmw and the science afﬁermodynaM/zJ cleve[opecl
simultaneounly i the [1h century , and in many care he people involirec,
were both engineerd and scientisks. Butthere is v doubt that a comprehensive
theow of head engines came well affer the bani'c /m'ncip)w had been discovered
empincally. Similarly  the first delescopea came well before c f/heouyo{ optics.
Nonetheless theoy bewomes neceasany for a fechnology fo veach it e }:ofemﬁq/r

* Theow veduws the number of expenments  cevhuin ideas for heat engines

ov telescopes will never wovk, and a theow may tell you cheaply which ones.
Toucaninvent a simple felescope by Mal and enoy, buf withouf a fheowy #his

process becomes exponemh’d“g harder as you dmign more complex and
capglle ardifach.

* Theo

W gives you Louruge iF the theouy says an enginecwith fwice the volume
should wovk, Uom’“ be more lihelgj fo wovk hard o overtome pmdﬁa(
obstaclen (e-9. with matevals and welding ) as theyan'se. This point

is made clearly inthe inhoduchionfo [47. For example Openft1 credifs in

[6] the c{isoover of vewal scaling laws for giving them the confidenceto spend
the money neceosayy Jo#rain GPT-3  (eofimatec Fo be millions of dollavs ).

Sofar there laws do not have a vigovwus basis, but they sAll vount an ((fheowj”
by any vecwonable dehnition.



Mathematics and deef /eam/'/)y

I£ one comes Jo the field as @ mathematician it is ecoyfo feel ovevuhelmecl
by the abundance of ad hoc decisions (with e.q.#1aining schedules or
wwmalfmﬁbm) and the " jusk 30" :bwam%‘fy/'ng them, and o deop ajr abouf

+hewve bemg amyﬁam; ma/’hemaﬁca/!y mfevmﬁng 1o say aboul the fuly'ecﬁ
But the same tould have been Said about steam enginen. I is bewm/nj

increaningly clear that many avchifectural choien “mevely" change the

ton stant /onf%nm‘vr i powev law scaling relations . These cholen may be

vew /mpo/}‘awf iﬁjw ave a _§7LEW7LM/D or Goag/e) but mathemapcians can
Fema}x /'gnon?. them, fo focwr onthe  relations between the “‘Mac roscopic
themodynamicvaviables " D, N, C which (# we can isolae and andetand them)
may dictate the ulfimate limifs on #his clasr df/eal/mh_(] machines [, 55]

i you are Pu‘wﬁ?by how “mesq" o/eep /eg;/ning ﬁqeoyy appeau in 2020,
ou should o and fake a ook at +he state of thevmodynamics jin 1820/

1 i J

The Veallj havd and impo/fam/ work is cfken inthe trenches, ond if isn't

all rainbows down theve.

A scale you can'f afford o qgues

If we had a rigorous “microscopic” Theony which explained Fhe obsewed power law
behawviour in Tean sfovmer models, we might-be able #» predict where #h/s

scaling will break down, whether it will hold for a gwen archifecfure and

with what 54a//'nj expopent, apong ofher puopesfien. A theony might also

inform other inferre lated enj}'neenng ifsuen /ﬁe mi}wag age required nof

only sfeam enginen butsteel hacks, which infuvn had o waif for chem[&@ Fo mature ).

Hs dleep leguning matures fom  “hand cratt "o indushial scale eng/neening,
mathematics has an impovtant rle ﬁp/ay n ma/z:'ng this %echno/oyy pnedfcﬁtb/e i



Conclusion

Fower laws are common acvoss physics and 7%5_7 don't gnire by accident. The d/'scove{y
ufPowev law behoniour js shong evidene that deep /eam/‘ny s “onfo something "
even if the o{eelo low'mci/olw uz/rde//y/nj these laws remain obscuve. We are likely 7o

see exponenﬁa/)j increaning jnveatment=in deep leavning on the back A these

power laws, and so any increane in andentanding of he Fundamental mathemetics
undedying them will have exreme le verage, fransiahing into more efficient use

ea capfal and human reseavch and development effort.
This is also oomp)elefj new avea of mathematics, in which beautiful #heorems
ave sure fo be lm\c{/‘ng. So that's my pifch for /vhy heory of deep /eaw:/'my Js

one of-the yost oy actul /’Ltmgs you could A/)encl your fime on.

Open quiesfions

* A /D!aus}/o/e clefinifion of ”necwom’ng" is that it js the ability o use addifienal computation
Yo extract more marginal information from each addifonal fraining example  (“fosee
a wovld i a grain o sand. .. ") Istherea formal relahionship between reasoning,

/iﬁn'_c and Mhﬂixponem/57

« Isif pomb/e ;Lo/;yeﬁ/i‘c/ where the hansifion fo power-law sceling in (4.1) occuia



RQ‘FE' rened

[1] D.Broker “The Indushial Revolutions /DodCCUNL” Chapler 30

https://industrialrevolutionspod.com/episodes/2019/9/24/
chapter-30-the-locomotive

(2] T Goodfellow, V. Bewngio, A- Courville “Deep leavning ’ MIT press, 2016 .

[5] T Schmidhuber “DeeP learning in neural netwovks : anoverview' arXiv: (ot 1828,

2018.

[4] T Hestness ef ol r(DeeP leavning SCO{/{mg is PVf’dl'chlO/e/ €Wlpifl‘ra|ly |
arXiv: [112.00409 20107

[5] T Kaplan  S. McCandlish, “Scaling laws for neural language modlels "
plan, 9 guayg

arXiv:2001. 08361 , 2020

[6] T l~\eni3\nan, J,Kaplan, M. Katz ((Scah'nj\aws foramfomgrmrfve gememﬁme

W\oo(e,ling” arKiv+ 2010 1470(, 202.0.
[7] W.Rosen “The most ]Jowerfu( iclea inthe world" Random House, 2010

[8] T.8.Brown, B.Mann, N-Ryder, M.Subbiah efal [(Lqmgl,\q?,q models ave
few-shot learners”  arKiv: 2008501461 2020. “41. GPTS paper

[1] T.qu\an falk “Neumlfcalmg laws and GPT-3" YouTube Oct, 2020

[T G .Marcun Deep leavwma — o citical appraisal " 2018



®,

(W] Guem “OnGPT-3: melu-leaning, scaling | rmpliccd‘ions and cleepﬂ/]eo//y ! May 2020
https://www.gwern.net/newsletter/2020/05#gpt-3

[llj J. Lanjﬁ'bn [(MJCVOIDM'S AT IMPFVLDW\PM}{V” chj 2020

https://blogs.microsoft.com/ai/openai-azure-supercomputer/
(137 A.Dore and TSeba “R ethinking energy 2020-2030 " RethinkX, 2020.

[4] S Mandava, S-Migacz, A F Florea ((PWJ Aflention when Rewl’md,”
ar Kiv+ 2009. 04534

[15] E Yudhowsky “Theve!s no fire alavm for Arfificial General Tnfelligence *
MIRT ama(jg,‘s https://intelligence.org/2017/10/13/fire-alarm/

[16] N.Boshom “MPehMeHig enice iFaﬂ/U, dangers, JMJregiefo " Oxdovel Uwi\/emhly Peas 201l

07] Beneficial AT conferene 2017 https:/futureoflife.org/bai-2017/



