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This note is a continuation of "singular Learning theory 5
"

, where

a particular class of models based on feedforward Rew networks were
defined .

In this note we theoretically derive the RLCTof these models

paired with the symmetric true distributions.

Recall from lb . 1) of that we consider a two - layer Rew network
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and the corresponding function

f- : R2 x W→ R Cl - 2)

f- (x, w) = at = , qi Rew ( Cwi . . x> t bi )

where w = ( wi. . . .
- ,
W doo , by . - - sbd, 9 i , - -

-

, old, C , )
,
and WE 11241

is compact . We denote by Hi the following subspace

Hi = { KE R2 l L wi . , x> it be = O } ( i. 3)

We assume the distribution g ( y la ) is realisable , and that a prior Y

is fixed which is nonzero on the set of true parameters .



②

The model class is p ( y la, w) where (see " Fisher for feedforward " )

ply la, w) -

-
=

exp f- IH y - Ha, w) H2 ) ca . ' )

and the Kullback- Leibler distance to the true distribution is

K (w ) = / q ( y Ix ) q (x) log9H ez -
z )

PG Ix ,wjdxdy

where 9k) is a chosen probability density function on IR? We are first of all
interested in theet#parameters

Wo = { WE W l K (w) = O } ( 2. s )

which is nonempty by hypothesis .
The true distribution -we consider here is inspired

by , but different from, that in . The reason for the change is that the 74mL

symmetry no longer appears central .

Hypothesis we suppose given an integer Is med and lines Hj? . .

,
Hino E IR'

together with chosen W'in. E R2 and bi? E IR for Isis d such that Hilo)

is the line determined by Wi :O
'

,
bio ) as in ( 1.3 ) (note thatsince He is a line,

(o ) ( o)

this means wi! # O for Isis d) and Hit Hj whenever i tj . Then

q (y Ix) : = p ( yl x, w
"' ) Cz - 4)

where w
"'

is the weight vector (assumed to be in the interior of W )
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③

Explicitly

919k ) = cz,÷ exp (- IH y - Ey RewKw:b , x> t- bi" ) H2 ) can

so thetrue distribution is a generic model determined by a ReLU network of

depth two with m hidden nodes ( the values of c and the q . not being important ) .

Definition Given w
,
w
'EW we define

p ( y la , w
' )

K (w '
,
w ) = f ply Ix, w ' ) q (x) log pg dxdy

so that K ( w) = Klw
"? w )

.

We calculate

K (w ', w ) = fglx )j. exp (- IH y - floe , w ' ) H2 )

- log
exp ( - Illy - Ha, w

' ) 112 )

expftyfw dady

= ¥4219 (a) exp ( - Elly - Ha, w ' ) H2 )
- I { Ily - flaw) IP - Hy - ffx , w 't 112 } dxdy

Fix x EIR
'

and let u = Y - f- (x, w
' )
,

a = flaw) - f- (x , w ' ) so that

klw ' , w ) = zTz,¥ ) 9 (x) KC w '
,
w
, x) de Yu - zauta

Kiwi , w , x) =/ exp f - tu) - { ( u - a5 - u - } du

= a
' f exp ( - tu ' ) du - Zafuexpl - Iu ' ) du
- -

EE O
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Hence by standard techniques (see " Fisher for feedforward " )

Kl w
'

,
w
,
x ) = FIT a ' (4. 1)

Hence

K ( w ' , w ) = If 9 (x) H floc , w) - flu , w 't IT doc 14.23

Note that since flu , w) is piecewise - linear, on partitions determined by at most

d hyperplanes , to determine if floc, w) = the, w
' ) on all of IR

'

it suffices to

compare their values in some compact neighbourhood of O .

Withoutattempting
to make this precise (at the moment) we assume 9 (x ) is positive in a big
enough neighbourhood of 0 so that this comparison suffices forall WE N.

Hypothesis for all WE W , q (x ) is such that Klw)
= 0 if and only if

f-(x, w) = f- ( x , w
' " ) for all x E IR ?

So 14.2) should be read as an assertion that there are many natural

choices for q Ge ) satisfying Hypothesis It . Hence

Wo = { WE W I f-Ge,w ) = f-(x , w
'" ) for all see IR ' } ( 4- 3 )

which reduces the problem of classifying true parameters to the problem of

classifying weights w E W up to functional equivalence of the corresponding
Rew network . Forthis we use (PL] as a starting point .

Remain what we have said so far general ises to Rew networks of arbitrary
depth computing functions IR

"
→ IRM

.



④
⑤

Foldsets following the notation of LPL] we define the foldset of a continuous

piecewise - linear function f : IR
'

→ IR by

F-(f) = face IR ' / f- is not differentiable at x }

DEI Given a piecewise - linear f : IR
-

→ 112 let { Va )a c- a be the domains in IR
'

such that Ua Ua = R2Tt tf ) .
Then for each d there are unique WdEIR

'

and bd EIR such that floc) = Lwd, a> tbh for all a c-Uh.

Example By hypothesis FC flu , w
" ' ) ) = Ui? ,

HE?

Note that in general , for weW some of the Hi may be empty , or all of IR ?
and even if they are all lines the fold set may be a proper superset of Ui Hi ,
as the following example shows .

Example Consider the network f- (x , w) = c t q Rew (wait w
'

xz t b )

O

1

•

I

•

a

→
.-

W'

•

b

whosefold set is
, assuming g to, the line

wx
, t w

'
x. t b - O -

Next we consider the simplest case, where m ( the number of hyperplanes determining
the hue distribution 9 (y Ix ) ) is equal to d (the number of hyperplanes

"available "

in the model ) .



⑧
⑥

ICasemI suppose floc, w) = floc, W" ') as functions on IR ? Then

(o) ( O)
FC flu, u ) ) = Hi U - -

- u Hm

which implies that (writing w, 9, b, c for the components of w ) none of the gi are zero,
and none of wi. are zero for IE IE m .

Further there is a permutation 3 E S
s

such that Hi = HI! for ki em .

Lemme For w, w
'
E R2 and b

,
b

'

EIR we set

H = ( xE IR' / Lw, x> t b = O}
H
'
= { xEIR' l L w', x> t b' = O } .

Suppose H ,
H

'

are both lines .

Then He H
'
it and only if there exists XE Rko)

such that w = Xu '
,

b = X b '
.

Proof One direction is clear
.

Since w # 0 we can find unique t s -
t
. Cw, t > = - b ,

and similarly Lw ', t ' > = - b
'
,
with t a multiple of w

andt
'

a multiple of ul . Then t EH ,
t' EH

'

and
wt< w

,
x - t > = O es x c- H t

i

⇒ xE H
' '

'
.
o

⇒ ( w '
,
x - t

'> = 0

Hence Lw
'
,
t - t ' > = O and L w, t - t

' 7=0
, so if w, wi are

linearly independent t
-

- t
'

,
which is a contradiction since t e span Iwl ,

t ' E span (w
' )

. Hence Lw , w' } is linearly dependent , say w = X w ' . Then
- b = Cw, t > = Lw, t

' > = XL w '
, t

' > = - X b
'

so b = Xb
'

. D
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It follows that for l E is m there exists a (unique ) Xi E IR > o and Ei E Zz s
-
t
.

C- i co)

wi . = Di l - t ) woe
,
.

17 .

' )

bi = Ii C- 1)
Ei
bio)
Gi

Hence

f- (x, w) = c, t I,?
,
9 i Rew ( Lw i. , x> t bi )

C- i

= c
,
t I?=

,
9 i Rew ( tic - D L Cwi:', a> t bi:

' ) ) ca - z )

C- i

= Cit Iii . 9 i Xi Rew ( C-D Kwai? .> t bi: ' ) )

Using w we may assign an orientation to the normal bundleof the l -strata of

Fl Hogue) ) in R2
, according to the direction of the relevant wi . .

More precisely ,
let see S E Flffx, w )) be a point in al - strata S ,

which is contained in Hi
.

Then wi. gives the direction in which the corresponding Rew is
"

active "
.

>
Wi.

•

c '- s )

#
Hi

Picking x EU = Ut U U- small enough we have floe, w ) = Lwt x > t bt for
x EU

± where wt - w
-

= go wi . .
The point here is that wt - W

-

may be inferred from thefunction f- (x , w ) by looking at its values near x,
and hence so may go

- wi .
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Example f-(x, 9, w ) = 9 ReLV (Wx) has a decision boundary at x= 0

with normal vector t it w > O and - if we 0 .

pegw

¥ ¥ .

\
slope 9W

w > 0, 970 w> o , 920

""¥. ¥..

slope
qw

W LO
, g > 0 who

, 920

Example Consider the networks

✓
network 1 (truth)

Rew ( at 1) t Rew f - at l )
= 2 t ReLUC -x - i ) t Rew ( x - 1 ) -

network 2 .

I I

'

z
l network 1

- KH i

,
Xt t

'

, i

a ..

←
'

,→
'

,
network Z

- X - l l O , x - l

l l

l
'

1

The line IR is divided into regions Va
= C- o, - t )

, Up =L- lol ) , Ur = ( I , o )

and both networks have Wd = - I , WP = O
,
wt= I but we see that E,

= Ez = 1
,

so this is possible .
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This means that for each Isis m we are in one of two cases :

(a) Ei -- O, so wi . , Woof:
'
are the same direction, and 9i wi . = 9!" Wai!? so

9 i
'"

wi .
=

Ti Ws!!! (9. D

(b) Ei = I so wi .
, waif? are in opposite directions and 9 i wi . = - 9 i'

"
wa!?! so

wi . =
- 9q

'

w
b) ( 9.2 )
bi
,
.

Together this shows thatfor ki em (noting q !" = I )

wi .
= C-Dti waif! ( 9. 3)

Comparison with 17.1 ) shows that qi must be positive , that Ii =
'Igi and

bi = C-Dti by? 19.4 )

As the example on the previous page shows, it is not necessarily the case that all C- i
are zero .

But these may be nonzero only under special conditions :

Lemmy Set F = { il Ei = 13 .
Then E ie F wsi!:) = O .

Proof with the notation of p.⑤ let Ux be a domain and let did bet I if

this domain is in the active region for the Rew with vector wi,%
'
in

the network w
") computing f- Cx, w " ') (so Cwi,%, a > t bi

"
> o )

,
and

zero otherwise .

Let Ii be tl if Sid = O and 0 otherwise
.

Then

I. Soi wi:p. = 2*1=8%9iwi . . t Eic.IS?.9iwi , . 19.5)



④
⑤

Hence

I
# F

s :c. Wii . t Iie , s :c. w% . .

= E ices :c. wi:P. t 2*5! C - wa!: )

which implies Eief ( Sfi t J:c. ] wait.
'
= O as claimed

. D

Example Consider f- (x , w) determing hyperplanes as shown, with vectors
wi. , wz . , Ws . In

all six regions some Rew is active

bzt C ' H ,
the

①[
bitbat bztc ,

⑥ bit bztc ,bubs

bite .

③ ④
bztc , bitbztc I

suppose the function floc, w) is known, togetherwith the 9i , wi . and bi .

Then c , may be found by evaluating

m

c ,
= Ha, w ) - E

; = , gi Rew ( (wi . . x> t bi )

at any point of IR ? One way of putting this is that if you know the decision
boundaries and orientations

, you know how qw and q b vary across boundaries

and hence for any xEIR
'

you can determine Ej 9J bjtc , Cj ranging over active

indices ) by examining fee, w) h -e - this is hot in the notation of p. ⑤ ) and

then subtract Ej 9jbj .



④

Lemmy Set F = { it Ei = 13 .
Then E ie F bi!

'

= Ci
.

Root By the same argument as given for the weight

[ is: bi? = c , tE# f Soi 9 .- bi tE F alibi

= at Siete Soi bi? t Eief If C - bi! )

Hence Eief (869 + Iii ] bi : ' = c
, as claimed . D

Note thatthe lemma applies even if F is empty , to show 9=0 .

Set X = l H , 9) E IR> o l 79=1 ) and let

7 = { E :{ b .
. .

,
m}→ Iz I €y,

Wii.
'
= O }

Our convention is that the empty sum is zero, so C- = O is in 7

Proposition In the case m=D there is a bijection ( Sm is the set of permutations )
=

I : Xmx Sm x P- Wo

(
t si lo) ) ,( ( Xi , go-17=1 , 3 , E) '→ ( Ti t ' ) was . Ei , Cll - i )

C- bi co) m
m

Hit't boi ) i = , ,
(4) it ,

E bi
"

)
C-i = I
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⑦

Proof The function computed is (writing EI = Ebi )
/

(o ) j

E bi t Zim ,
Rew ( t'T l L Wii?. . x> t b '? ) ) uz . . )

C- i = 1

This has the same foldset as Ax, w
" ' ) and so it suffices to show

that for each open domain Ua both (H-2) and Hx, w "') determine

the same Wh
,
b ? Let did

,
Ii be as on p . ⑨ ( so they are referring to

f-(x, W
" ' ) ) .

Then the " slope
" Wd computed by 111.2) is ( F = { it E! =D )

E SE w iii. t if I:C - w iii. ) cuss
if F

whereas the slope computed by floc , w
" ' ) is Zi Sai Wai !! .

However

by hypothesis Sie F [ Soft too ] w bi,
"

.

'
= E ie e w .

= 0 so these are equal .

The " intercept
' ' bt computed by ( 11.2 ) is

E. bit? tf s :c. b'%.t.ES?.tbi?l--Eiee8Eibii?tEi#=89ibii? Liz . 3)

= Eis :i bi?

which is the intercept computed by f- (x, w
" ' )

.
Hence ffx, W'

O ' ) = f-Cx , w)
,

where w is the vector on the RHS of Cll . I ) . Infectivity is clear, since the

hyperplanes giving the decision boundaries are distinct so 6 may be recovered,
and thus also E . Sujectivity follows from what we have said above - D



④

Definition For ZE Sm, EEP let Wo
" E
E Wo denote the image of

I restricted to Xm x { 33×4-3 .

The subset Wot't E Wo is a submanifold and Wo is the disjoint union over
all 3, E of the Nob

't
.

Let C "
t
be a compact neighbourhood of Wo

" t
in Wo

which does not meet any other component Wo
" E ! Recall the localist of p .⑥

.

Definition Let X
" t

denote the learning coefficient of (p, 9,7 ) restricted to C
" ?

Recall that W has dimension 3Mt I .

Proposition X "
E

= Mt L
,
for all 6

,
E

.

Proof Since W :
"
is a submanifold of dimension in [W, Remark 7-37 gives

the inequality X
" E
s m t t directly .

Butfor equality we need to say
move . Set D=C

"'
and let A-r be the sheaf of real analytic functions

onD and 9the ideal sheaf generated by K so that the structure sheaf
of Wot't is Ark.

We claim that two 't is a regular real -analytic variety .

This follows from the ( R>Dm- action onN being transitive on Wo
" t
since

the singular locus is closed (in whatever topology you like ) . Hence at all points
of Wd't the RLCT isjust half the codimension (L, theorem S

. 17 . D

Notethat the structure sheaf on Wo
" "
as a real-analytic variety is notdetermined

by WYE as a subset and it is the structure sheat which determines which points
of this subvariety are regular (at a regularpoint the RLCT is the codimension ) .
Since we have not analysed K we cannot saymuch about ①woke directly .

However the singular locus is closed [H , theorem S
. 3) so a generic point

of Wow must be regular. Since ( IR > o )m act transitively no point is special,
so they mustall be generic hence regular.



④

Corollary the global RLCT of ( p, 9, Y ) is Mt 's
.
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