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Turing machines and Co algebras sold "

Section Preface

I'd like to start with a bit of personal background .

I did my PhD here with

Amnon
,

so

its
a special pleasure to be here to help celebrate his birthday .

Before I came to Canberra I was an undergraduate at UQ
,

and I was

strongly influenced by the mathematical physicists there
, particularly

Mark Gould and Tony Bracken .

I learned Quantum Field Theory from

Tony with a friend of mine
,

Mark Dowling,
who went on to do a PhD with

Michael Nielsen in quantum information theory ,
while I came here to

learn algebraic geometry from Amnon .

A few years ago I noticed some of the work that Mark did with Nielsen
, along

with an and Doherty , getting a lot of citations in the physics literature

• Nielsen
,

Dowling ,
au

, Doherty
" Quantum computation as geometry

"

,
Science ( 2006 )

.

Their ideas are now influential in connection with the

• Ads KFT correspondence e. g. volume ( Ads ) vs. complexity ( CFT )

( of processes creating stales )

Unfortunately I do not understand ADSKFT at all . But I found the hint of connections

between logic and geometry intriguing.
Now

,
while in general QFTS have no rigorous

formulation ,
some special topological

QFTS in low - dimensions have well - understood

descriptions in terms of categories arising in algebraic geometry, and move over

this is an area I have been working in for years .

So I became interested in the

following question :
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Question is there a good notion of "

complexity
"

for algorithms constructing

morphisms / objects / functions

of triangulated ( or DG
,

Aa
,

... ) categories ? These are ( in CY cases )

States / boundary and . / defects

of associated ZD TQFTS
.

Some of the basic ideas necessary for studying this question exist
,

since the

border between logic and category theory has been reasonably well explored .

But complexity is not as well - studied in this context
,

nor is the linearity present in the

above question ,
so some foundational work was required .

This talk is a report
on some of that work .

Section 1 ( The logic in linear algebra ,
see [ M ] in  references )

• What is an algorithm ? say
, for constructing mliphirmin Vettk

.

• ( Vettk
,

Q
,

→
,

1 ) is closed symmetric monoidal
,

V - W ' 
'  - Homk Nsw )

, e.g.

it comes with the structure of evaluates
|

eksw
:

VOH
- w ) - W
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Example V.V ,
WE Veth

Homk( W ,W ) - 1W

|
,

Homlevx ,w , 1)
-

Homplvadr- w ) ,
W ) " meta - mathematical

|
,

Homlevuw @ 1,1 )
algorithm

"

Homk( Ualuov ) @ ( V - w )
,

W )

¥ adjunction
v

Homkku- Haw - w )
,

U - w ) ← Cum ,w

this diagram /wnstuction/ algorithm produces the internal composition c
.

This algorithm is formalised inlinearlogic ( the language of a ,o ,
-0

,
... ) with

typevariables_uN.wstandingforunknownvectorspacesanddeduclionmlesstundingforavailablestmctura1operations.asEEIIEex@IFjIIIIInataiammeaYneansllcun.w

• This structure iscalledapwof ( ofuov ,
" - owtuow ) or algorithm .

|

• Pwofsmoduloan equivalence relation givethefre symmetric monoidal
|

closed category onasetofobjectsu ,v,w ,
... ( Lambektscolt )

.
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Dd Programming is the encoding of meta - mathematical algorithms into

algorithms
in a

formal language ( i.  e. morph isms in a free category )
.

• Basic question : what can be programmed ? ( exton )

• Q
,

→
, a isntvery expressive ,

e. g.
End KN ) → Endklvl

,
at a

'

cannot be programmed in it .

Section ( Copying and co algebras ) [ k char
. 0

,
al g.  closed ]

. The reason we cannot program at N is that we have only allowed

linear constructions in our basic language . To program nonlinearfunctions

we need to copy vectors
.

• All co algebras are co associative
,

wunital
,

co commutative
.

forget

Coalgk - Vectk
- t -

÷
free coalg ! C- )

DEI The wfreewa1geb- over VE Vectk is a pair ( ! V
,

d ) where ! V

is a w algebra ,
d '

. !V → V is linear and for any linear Y : C → V

with C a co algebra ,
there is a unique w algebra m orphism E making

the following commute :

E

c - -
- → !¥
¥ y
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Claim !V istheunivenalwaytowpyvectonin V ( sweedler )

•

awup.li#:Gl!V)tsce!V/DCd=coc

} X

×
acutfnatfu' 4 ! " )± Homaay , .lk ,

!v ) µ
univ .

#
dH7u=u

± Homk ( k ,V )

EV - a AH >u=l$>aol$7u

It >u+vtH>u+H% .

• Primitiveelements ,

given ceG( N )
,

RCN ) - { ye !V| Dlytyoctcoy }
.

and PC !V)=OtcR(!V )
.

11

pm
!v)± Homaaigidl " '%d*

,

" ) :#Hk ±Homk(kI*okx* ,
V )

^ -V±Raz(
' t ' )

± vxy - ( u
,

V )

Proposition !V± spauoffinilely supported distributions on V ( k=R )

142<-7 Dirac .  distribution

Dnatu
|

|v>u<-> Eivistxidu

Peplsweedlerm) !V±¥yHfiIY( symND.RS"jnm"
a

,*)/k)=GuSymfV

)

st
. wunit !V→k is Euresu .
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'
- Itshouldbenoledthatlineavlogicand differential linear logic were discovered

by logicians in connection with logical questions , wholly separate from the

categorical and algebraic considerations being used to  motivate thedetns here ,

D# Lined( Girard
'

87 ) is the language of go , a
,

!
,

i. e. wecanuse

4 pwml Y )

!V - V !V - k NI !Vo!V !V - - → !W

( dereliction ) ( weakening ) ( contraction )

y\
,

f. d

T / W\
logical terminology - ( promotion )

In this language , squaring can be programmed :

Exampl= For XEENDKAD
02

s

! Endklv ) - !Endk( Do !Endk( Y ) -¢>Endk(4) oendklv ) IsEndklv )

( * )
147×1-1017×01012 - xox - a

Thisistheshadowofapwofin linear logic

semantics [1-1]
Logic / syntax > Algebra

2- if [1×1]=11 then [lxoYD=EndkN)
,

:

: [11.1×0×11]=1.

Endklv )
,

! ( v - v ) + vov
- or [12-1] - 4) above

.

t !( vov ) - ( vov )

" the squaring algorithm
"
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In fact ,
the squaring (vesp . cubing ,

... ) algorithm is how integers are encoded in linear logic :

Def into := ! Ha ' ) - H - v )
, bit ,

:= ! ( × - v ) o ( ! ( vov )o( vov ) ) .

Lemma_ There are functions

IN - > { pwohof ink , }
,

{ 0,13*-7 { proofs of birth, }

Examine [1011-1] E I bintvl ] ± Homkl ! Endnlv ) a !EndkH )
,

Vov )

[1011-1] ( 1107×6-110> p ) - piopox

So what can and cannot be programmed in linear logic ( and thus realised in vector

spaces using Qo ,
a and cofreewalgebras ) ? One way to approach this question

is to try and encode Tuning machines
,

which is our next topic .
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Section (Tuning machines
, see [ it )

The state of a Turing machine can be encoded as a proof of ( v any formula )

In ,

= ! bint , ,
0 ! bint

, ,
a !n both ,

tnboolx = vohovj

time f
T

head position internal state

theorem ( Clift - M
,

' 17 based on Girard '
95) There is an encoding ofanyTuring machine

as a proof  in ( intuitionist 's first- order )linear logic

sle÷
:

TI
, ,• }

+ TUT, .

this proof simulates onetime step, in the sense that it sends the

encoding of the state of Matter t steps to the encoding of
the stale after ttl steps .

Remain • Technical improvement on encoding of Girardin 24 order LL
,

( Girard
'

95 )
as it is more

" idiomatic
"

and has the advantage of being compatible
with differential linear logic ( Girard 's encoding is not )

.

• The algorithm which iterates step cannot be programmed in first-order) linear logic

as we have presented it
, but this can be programmed by going to second - order

( which is very expressive ,
therefore )

.
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So the first surprise here is :

you can do quite a lot of nontrivial programming with

just wfneeoo algebras ! ( on top of Q→ ,
# )

.

One might say this is a case of

logicians surprising algebraist .

The second surprise is that some of the "geometric
"

structure of the wfreew algebra
can be reflected back into logic ,

with interesting results
.

This is a case of algebraist
surprising logicians ,

and I want to focus on two examples : derivatives ,
and Indeterminism.

Examine Consider the linear map [12-1] and its promotion

[12-1]
! Endblv ) - Endklv )

¥...
... ,

Id
|

! Endklv ) §1¢ >a
= Hk .

With k=R
,

view M=EndkN ) as a smooth manifold .
Then for XEM

,

pn.in#neeTenenPfltEIdk

" " #
Bzltnendnnn

) |
Endklv ) Endkhl )

N Ta ( x2 ) 112

TAM > TAZM

commutes
,

so in this case the induced map on primitiveelements matches

the map induced on tangent vectors by x2 : M → M
.
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Def Differential Linear Logic ( DLL
,

Ehrhard - Regnier ) is the

language of LL ( i.  e. 0,0 ,
-0,1

. aswalg .

+ univ . properly ) plus

• the bi algebra structure on !V

! Va !V→ !V
,

K - !V
,

( wwntraction ) ( w weakening )
1420147×1+142+1 , 11+1470

• tangent vectors / primitive elementvalves!v (Yi "

, w )( deriving transform ) ( w dereliction )
van >ui→ Hu

In this language ,
all algorithms can be differentiated ! Including Turing machines

.

( see Clift 's forthcoming master 's thesis for examples of the latter )
.

Using the bi algebra structure allows for the programming of non determinism
.

theorem ( Clift - M ) There is an encoding of nondeterministic TMS as proof
in DLL of the sequent ! Turn ,o3t!TuIv ( using wwn traction ) .

• there is an intrinsic characterisation of the complexity class P within 2nd
' order

linear logic ,
duetoaimrd .

We hope the above will give a similar characterisation

of NP in 2nd - order DLL .
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Section ( Algorithms constructing objects )

E - k - linear category ,
E- 8

'
: - Cattle ,E

' ) - ktineavfunctob

Def 1.8 is the category enriched over Coalgk with ( ! E) ( a. b) = l.EC a ,b )
.

There are canonical function

d s w

!E→E
,

! E → took !8
,

!E→k

making !8a9w algebra
"

object in bath
.

One can find a shadow of linear logic in ( Catk
,

Ok
,

o
,

! )
, e.g.

Examine Thefunctor

! ( e - e) Is!( e- 8) ok !l eoe ) # ( e - e) okleooo
' ) -7808

sends aktineavfunctor FiE→E to its
square FOF

.

theorem ( M
,

'
17) There is a fully faithful functor

Qreptdk
-7Cathy

.ve#yveIk )
470 -

strict polynomial
ffl .

rector spaces

function on vectkof
degreed .
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Conclusion

• Question : how to define algorithms constructing morph isms ( or objects ,
. . . )

in triangulated ,
DG

,
An

,
... categories and study their complexity ?

• Today I discussed some initial steps, including Tuning machines for

constructing new morph isms from old ones
,

in any closed symmetric
monoidal category with wtreew algebras ,

and in particular inVest k
.

• The theory of co algebras naturally leads one to study derivatives of

algorithms ( Inc
.

TMS ) and non determinism
.

• What are wfeew algebras in R Mod
,

Da - RMOD ?
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